This paper shows that stocks of truly local firms have returns that exceed the return on stocks of geographically dispersed firms by 70 basis points per month. By extracting state name counts from annual reports filed with the Securities and Exchange Commission (SEC) on Form 10-K, we distinguish firms with business operations in only a few states from firms with operations in multiple states. Our findings are consistent with the view that lower investor recognition for local firms results in higher stock returns to compensate investors for insufficient diversification.

1. Introduction

It is well documented that both professional investment managers and individual investors display a strong preference for investing in local firms. This finding is unexpected from the point of view of standard portfolio theory, and it has spurred a large literature on the causes and consequences of this local bias. Somewhat surprisingly, the asset pricing implications of the local bias have received relatively little attention. A possible reason for this omission is that the existing literature defines an investment as local if the investor is located geographically close to the firm’s headquarters. According to this definition, all firms are local to some investors, and there is no cross-sectional variation in the degree of “localness” among firms. This paper constructs a novel measure that allows us to characterize firms, rather than investments, as local. By distinguishing between truly local firms and firms that are geographically dispersed, we are able to shed light on the asset pricing implications of the local bias.

We define a firm as local if its business activities are concentrated in a small geographic area. To measure the degree of geographic concentration, we extract state name counts from annual reports filed with the SEC on Form 10-K. Based on the state name counts, firms are classified as geographically dispersed if a large number of
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1 Coval and Moskowitz (1999) were the first to show the presence of a local bias.

2 Exceptions are Pirinsky and Wang (2006), Hong, Kubik, and Stein (2008), and Gómez, Priestley, and Zapatero (2008).
states are mentioned in the annual report, and as local if only one or two states are mentioned. Using a large sample of U.S. publicly listed firms from the period 1994 through 2008, we show that the stock returns of truly local firms far exceed the stock returns of geographically dispersed firms.

To study the relation between stock returns and the degree of geographic dispersion, we use both portfolio sorts and Fama–MacBeth cross-sectional regressions. Firms are sorted into portfolios of local firms and geographically dispersed firms using our state count measure. The portfolio of local firms has a Jensen's alpha of 48 basis points per month relative to a factor model that controls for risks related to the market, size, book-to-market ratio, momentum, and liquidity. The portfolio of geographically dispersed firms has a corresponding alpha of −22 basis points. This implies a 70 basis point difference in monthly risk-adjusted returns between local firms and geographically dispersed firms. On an annual basis, this corresponds to a return difference of 8.4%. Using Fama–MacBeth cross-sectional regressions, we find an effect of geographic dispersion that is similar both in terms of economic magnitude and statistical significance. The variation in average returns associated with firms' geographical dispersion is particularly pronounced for smaller firms, less liquid firms, and firms with high idiosyncratic volatility. But the effect of geographic dispersion is not subsumed by these firm characteristics.

Our paper is closely related to a large and rapidly growing literature on how economic decision making is influenced by firms' geographic location. Coval and Moskowitz (1999) show that U.S. money managers are significantly more likely to invest in firms headquartered in the same city as the manager than in other firms. Numerous subsequent studies have confirmed the strong preference for local firms and have suggested explanations that include informational advantages, familiarity, and social interactions. A more recent branch of the literature looks at the effects of geography from the firm's perspective and finds that geographic location also matters for corporate decision making.

Given the strong evidence in favor of a relation between geographic location and both investor decisions and corporate decisions, it seems natural to investigate how geography affects asset prices. Pirinsky and Wang (2006) show how the stock returns of firms headquartered in the same geographic area strongly co-move with each other, and interpret their evidence as favoring the view that the trading pattern of local investors influences stock returns. Hong, Kubik, and Stein (2008) show that the local bias depresses the stock price through an “only game in town” effect. Our paper contributes to this literature by providing evidence on the existence of a link between the geographical scope of a firm and its average stock returns.

Geographic dispersion has been shown to be important for a number of questions in economics. However, we are the first to create a proxy for the geographical dispersion of a firm’s operations that is available for virtually the whole cross-section of publicly traded U.S. firms. Most other studies base their measures of dispersion on international data, small proprietary databases, or on information reported in Exhibit 21 of the 10-K statements, where firms break down financial variables by business segments (which sometimes are geographic segments). Although these sources provide data with less noise than our state counts, it can only be collected for a small subsection of listed U.S. corporations. Moreover, local firms are unlikely to be included in these data sets, precisely because they are local.

Theoretically, there are good reasons to expect the local bias to have implications for asset prices. Merton (1987) characterizes equilibrium stock returns when investors are not aware of all securities. Stocks with lower investor recognition have higher expected returns to compensate investors that hold the stock for insufficient diversification. It is reasonable to expect that stocks of local firms will have a smaller investor base, and hence lower investor recognition, than stocks of geographically dispersed firms. It follows that local firms should have higher stock returns than geographically dispersed firms, consistent with our main finding.

More recent theories have tried to explain the anomalies related to geographic location through an informational channel. VanNieuwerburgh and Veldkamp (2009) develop a model where a slight informational advantage on “local assets” makes agents buy more information on those assets and over-weight them in their portfolios. García and Strobl (2011) show that relative wealth concern generates herding in informational choices, and as a consequence, in holdings. These models have different
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7 As investor recognition is not directly observable, the existing empirical literature has used proxies that include cross listings by non-U.S. firms (Foerster and Karolyi, 1999), trading volume (Gervais, Kaniel, and Mingelgrin, 2001; Kaniel, Ozoguz, and Starks, 2012), media attention (Fang and Peress, 2009), and a measure of the shadow cost of incomplete information (Bodnaruk and Östberg, 2008).
implications for unconditional stock returns than the model of Merton (1987). In particular, models that generate excess information acquisition will typically generate more informative prices, which lowers the equilibrium ex ante equity premium. Thus, our main empirical finding supports the mechanism in Merton (1987) rather than an informational channel.8

To further explore predictions of the investor recognition hypothesis, we investigate how returns on stocks of local firms are related to the imbalance between the amount of capital available locally and local investment opportunities. Following the evidence in Hong, Kubik, and Stein (2008), we conjecture that investors will be aware of most firms around them in areas where the amount of investable capital is large relative to the size of local investment opportunities. On the other hand, in areas where the opposite is true, local firms will have a hard time showing up on investors’ radar screens, and stock returns should reflect this.

We measure the capital imbalance in two different ways. First, we investigate how returns on stocks of local firms are related to the number of listed firms per capita in the state where the firms are headquartered. We find that local firms from states with a low firm population density generate returns that are significantly lower than the return on local firms from states with high firm population density. Controlling for potential differences in risk between firms from high density states and firms from low density states, the return on a portfolio of local firms from high density states exceeds the return on an equally weighted portfolio of local firms from low density states by 58 basis points. Second, we measure the capital imbalance using the difference between mutual fund capital and listed firm market capitalization in a 100 km diameter circle around the headquarters of the local firm. With this measure, the return on an equally weighted portfolio long in local stocks with low recognition and short in local stocks with high recognition is 31 basis points. For both approaches, the point estimates for value-weighted portfolios are of a similar magnitude but not statistically significant.

In a final test of the investor recognition hypothesis, we look at changes in geographic dispersion. In particular, we study firms that go from being local – and unrecognized by investors – to geographically dispersed and recognized.9 We find that the realized return on stocks that become local is no different than the return on stocks that were already local. A similar statement applies to stocks that become geographically dispersed. In other words, firms changing their geographic dispersion behave more like the firms they become similar to than the firms they used to be, consistent with investor recognition being priced into asset prices within a year.

Overall, we present several findings that are consistent with the investor recognition hypothesis. However, the size of the difference in monthly risk-adjusted returns between local firms and geographically dispersed firms leads us to conclude that investor recognition most likely is not the only explanation for our findings.

The rest of the paper is organized as follows. Section 2 describes our data selection procedure and explains how we construct our measure of geographic dispersion. Section 3 presents the main findings. In Section 4 we provide possible explanations for the high returns on local firms as well as robustness tests. Section 5 concludes the paper.

2. Data

We use a sample of firms listed on the New York Stock Exchange (NYSE), the American Stock Exchange (Amex), and Nasdaq. The data used to construct our measure of geographic dispersion are downloaded from the Electronic Data Gathering, Analysis, and Retrieval system (EDGAR) of the U.S. Securities and Exchange Commission (SEC). Stock returns, stock prices, and data on volume traded are from the Center for Research in Security Prices (CRSP). Accounting variables are from Compustat. The following sections describe our data selection procedure, explain how we construct our measure of geographic dispersion, and report summary statistics on both geographic dispersion and sample firms.

2.1. Geographic dispersion

The degree of geographic dispersion of a firm’s business operations is measured using data from 10-K filings. Form 10-K is an annual report required by the SEC that gives a comprehensive summary of a public company’s performance and operations. Firms must file such a report with the SEC within 90 days of the end of their fiscal year. In addition to financial data, the annual report typically includes information on the evolution of the firm’s operations during that year, details on its organizational structure, executive compensation, competition, and regulatory issues. The 10-K statement also gives information on the firm’s properties, such as factories, warehouses, and sales offices. For example, firms may include sales at stores in different states, and/or list the manufacturing facilities they operate together with the city and state where they are located.

Computerized parsing of all 10-Ks filed with the SEC during the period 1994–2008 allows a count of the number of times each 10-K mentions a U.S. state name. The structure of a 10-K filing is standardized, and the vast majority of 10-Ks are subdivided into the same set of sections. We count the occurrence of state names in sections “Item 1: Business,” “Item 2: Properties,” “Item 6: Consolidated Financial Data,” and “Item 7: Management’s Discussion and Analysis.” In most of the analysis that follows, we simply measure geographic dispersion as the number of different states mentioned in these four sections. Firms that do not mention any U.S. state names in their 10-K are excluded from the analysis. Thus,
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8 García and Strobl (2011) explicitly show how the equilibrium risk premium of an asset varies with the intensity of relative wealth concerns. Only when agents strongly herd on their information acquisition choices does the model predict higher expected returns for local assets (as information does not aggregate via prices). VanNieuwerburgh and Veldkamp (2009) do not study unconditional expected returns explicitly.

9 We thank the referee for making this suggestion.
Table 1
Summary statistics on geographic dispersion.

Geographic dispersion is measured as the number of U.S. states mentioned in the annual report filed by U.S. publicly listed firms on Form 10-K with the SEC. Geographic dispersion for year t is the count from the last annual report filed prior to July of year t. Using the column labeled “Med” (or median) as an example, summary statistics in Panel A are computed as follows. First, the median is computed for each July cross-section in the sample period 1994–2008. This gives a time series of annual medians. Second, using the time series of medians, the rows in Panel A report the average, the median, the minimum, and the maximum. Panel B breaks down the 4,509 observations from the first row in Panel A by market capitalization (firm size). The sample period is 1994–2008.

<table>
<thead>
<tr>
<th>Geographic dispersion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of forms</td>
</tr>
</tbody>
</table>

Panel A: Summary statistics on geographic dispersion for all firms
- Average 4,509 7.9 7.7 1 50 2.6 4.3 5.5 6.8 11.3
- Median 4,557 7.8 7.7 1 50 3 4 5 7 11
- Minimum 934 7.1 6.9 1 50 2 4 5 6 10
- Maximum 6,293 9.6 8.4 1 50 3 6 8 9 14

Panel B: Average geographic dispersion by firm size

<table>
<thead>
<tr>
<th>Firm Size</th>
<th>Number of firms</th>
<th>Mean</th>
<th>Std.</th>
<th>Min</th>
<th>Max</th>
<th>20%</th>
<th>40%</th>
<th>Med</th>
<th>60%</th>
<th>80%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>1,503</td>
<td>5.9</td>
<td>5.1</td>
<td>1</td>
<td>48</td>
<td>2.1</td>
<td>3.2</td>
<td>4.3</td>
<td>5.3</td>
<td>8.5</td>
</tr>
<tr>
<td>Medium</td>
<td>1,503</td>
<td>7.3</td>
<td>6.9</td>
<td>1</td>
<td>49</td>
<td>2.5</td>
<td>4.4</td>
<td>5.4</td>
<td>6.5</td>
<td>10.5</td>
</tr>
<tr>
<td>Big</td>
<td>1,503</td>
<td>10.5</td>
<td>9.4</td>
<td>1</td>
<td>50</td>
<td>3.5</td>
<td>6.0</td>
<td>7.6</td>
<td>9.3</td>
<td>15.3</td>
</tr>
</tbody>
</table>

2.2. Summary statistics on geographic dispersion

Table 1 presents sample summary statistics for our measure of geographic dispersion. These results have interest on their own, as they are the first large sample evidence on the geographical scope of U.S. publicly traded firms. Panel A presents summary statistics for all firms in the sample. Focusing on the first row, the average number of U.S. state names mentioned in the annual report filed on form 10-K is 7.9. This average is computed using the time series of July cross-sectional averages. In this 1994–2008 time series, the minimum average is 7.1 states and the maximum average is 9.6 states. Based on average state counts, geographic dispersion seems to be stable over our sample period. The stability is confirmed by the graph in Panel A of Fig. 1. This graph shows the monthly cross-sectional average geographic dispersion starting in May 1994 and ending in December 2008. At the start of the sample period, the average number of states is relatively high. This reflects the fact that prior to May 1996, filing via the EDGAR system was voluntary, and the firms that chose electronic filing were mostly large firms.
Since 1997, when EDGAR filing was mandatory for all U.S. publicly traded firms, the average number of states mentioned in 10-Ks has increased steadily from around seven states to around eight states. Next we turn to the row labeled Median in Panel A of Table 1. Using the time series of cross-sectional medians, the median firm in the median year mentions five states in its 10-K, indicating a distribution of state counts that is skewed to the right.

More importantly for our purposes, Table 1 shows that there is a significant variation in our measure of geographic dispersion. In particular, the cross-sectional standard deviation of the number of states is 7.7. Moreover, this cross-sectional variation does not change much over time. The minimum standard deviation is 6.9 while the maximum is 8.4. Focusing on the column labeled 20%, we observe that as many as 20% of the firms in our sample do business in three states or less. In the following, we will refer to firms below the 20th percentile as being “local.” The last column of Panel A shows that for a typical year in our sample period, 80% of all firms do business in
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**Fig. 1.** Geographic dispersion. Geographic dispersion is measured as the number of U.S. states mentioned in the annual report filed on Form 10-K with the SEC. Panel A plots cross-sectional average geographic dispersion for each month in the period May 1994 through December 2008. The number of firms included in the analysis fluctuates between a low of 934 in 1994 (when EDGAR filings were optional) to a high of 6,293 in 1998. Panel B shows a histogram of geographic dispersion across all firm-years. Panel A: Mean geographical dispersion, Panel B: Histogram of geographical dispersion.
11 states or less. We will refer to firms that do business in more states than the firm at the 80th percentile as being "geographically dispersed." Looking at the rows labeled Minimum and Maximum, we see that the 20th percentile varies between two and three states over the sample period while the 80th percentile varies between 10 and 14 states. Panel B of Fig. 1 contains the full histogram of our geographical dispersion. As expected, it is heavily skewed to the right, with most firms clustered on single-digit state counts, but with a significant number of companies that operate in multiple states.

Panel B of Table 1 breaks down the averages from the first row of Panel A by the size of firms. As one would expect, big firms are more geographically dispersed, having almost twice as many state names mentioned in their 10-K statement as small firms. The difference is economically large: The average number of state names for small firms is 5.9 while the corresponding average for big firms is 10.5. To study how stock returns vary by geographic dispersion, we require cross-sectional variation in dispersion that is independent of other firm characteristics known to be related to returns. Panel B shows, that even within size terciles, there is a significant amount of variation in geographic dispersion. For small firms, the average 20th percentile is 2.1 states while the average 80th percentile is 8.5 states. The corresponding numbers of states for big firms are 3.5 and 15.3. For all three size groups, the lowest number of states mentioned in a 10-K is one state. The corresponding maximum number of states varies from an average of 48 states for small firms to an average of 50 states for large firms.

In sum, Table 1 shows significant cross-sectional variation in geographic dispersion. This geographic dispersion is stable over time and remains large even when breaking down the cross-section by size. Next, we further explore how geographic dispersion relates to firm size and other firm characteristics such as book-to-market ratio, liquidity, volatility, and stock return momentum.

2.3. Geographic dispersion and other firm characteristics

Previous research has found that, in the cross-section of firms, stock returns are related to a number of firm characteristics. We expect that our measure of geographic dispersion will be related to many of the same firm characteristics. For example, it seems likely that local firms will tend to be smaller and less liquid than geographically dispersed firms. Table 2 investigates this conjecture. Panel A shows how the averages of size (ME) measured using stock market capitalization, the book-to-market ratio (BEME), liquidity (AMI) measured as in Amihud (2002), liquidity measured using the proportional quoted bid–ask spread (SPR), and idiosyncratic volatility (VOL) vary between quintiles of geographic dispersion.

The first row in Panel A shows that the average 10-K state count for firms classified as local is 1.9. The corresponding average state count for firms classified as geographically dispersed is close to 20. As expected, local firms are smaller than dispersed firms. Moving from the first quintile of geographic dispersion (local firms) to the fifth quintile (dispersed firms), the average size (ME) more than doubles. As average stock returns are negatively related to size, the size effect would tend to cause higher returns for local firms. The book-to-market ratio is monotonically increasing as geographic dispersion increases. Although the difference in book-to-market ratios between

Table 2

Geographic dispersion and other firm characteristics.

Geographic dispersion is measured as the number of U.S. states mentioned in the annual report filed on Form 10-K with the SEC. Geographic dispersion for year $t$ is the number of U.S. states mentioned in the last annual report filed prior to July of year $t$. Size (the market value of common equity) and the Book-to-market ratio are computed as described in Fama and French (1993). Amihud illiquidity is the price impact liquidity measure of Amihud (2002). Bid–ask spread is measured as the proportional quoted spread measured as: $100(P_A - P_B)/(0.5P_A + 0.5P_B)$, where $P_A$ is the ask price and $P_B$ is the bid price. Volatility is computed as the standard deviation of the error term from a regression using the three-factor model of Fama and French (1993) on one month worth of daily data. Momentum is the buy and hold return for months $t-12$ through $t-2$. In Panel A, all variables are measured as of July each year and the panel reports time series averages of cross-sectional averages. Panel B reports results from a pooled time series cross-sectional regression. All variables in the regression are measured in natural logs. For the momentum variable, the natural log is computed from $1 + $Momentum. YEARS indicates the presence of dummy variables for each year. DIVS indicates the presence of dummy variables for each of nine U.S. Census divisions. INDS indicates the presence of dummy variables for each of 12 industries from Ken French’s Web site. The column labeled $R^2$ reports adjusted R-squared. The column labeled N reports the number of firm-months used in the regression. Parentheses contain t-statistics computed from the heteroskedasticity-consistent standard errors of White (1980). The sample period is July 1994 through December 2008.

Panel A: Averages by geographic dispersion quintiles

<table>
<thead>
<tr>
<th>Variable</th>
<th>Local</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>Dispersed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size (ME)</td>
<td>1,732</td>
<td>1,640</td>
<td>1,862</td>
<td>2,645</td>
<td>3,963</td>
</tr>
<tr>
<td>Book-to-market ratio (BEME)</td>
<td>0.689</td>
<td>0.688</td>
<td>0.707</td>
<td>0.760</td>
<td>0.767</td>
</tr>
<tr>
<td>Amihud illiquidity (AMI)</td>
<td>0.028</td>
<td>0.021</td>
<td>0.012</td>
<td>0.014</td>
<td>0.006</td>
</tr>
<tr>
<td>Bid–ask spread (SPR)</td>
<td>0.030</td>
<td>0.028</td>
<td>0.026</td>
<td>0.023</td>
<td>0.018</td>
</tr>
<tr>
<td>Volatility (VOL)</td>
<td>0.031</td>
<td>0.032</td>
<td>0.031</td>
<td>0.028</td>
<td>0.025</td>
</tr>
<tr>
<td>Momentum (MOM)</td>
<td>0.150</td>
<td>0.119</td>
<td>0.108</td>
<td>0.107</td>
<td>0.110</td>
</tr>
</tbody>
</table>

Panel B: Regression with geographic dispersion as the dependent variable

<table>
<thead>
<tr>
<th>ME</th>
<th>BEME</th>
<th>AMI</th>
<th>SPR</th>
<th>VOL</th>
<th>MOM</th>
<th>YEARS</th>
<th>DIVS</th>
<th>INDS</th>
<th>$R^2$</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.03</td>
<td>0.90</td>
<td>-0.31</td>
<td>0.43</td>
<td>0.33</td>
<td>-0.91</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>0.17</td>
<td>51,902</td>
</tr>
<tr>
<td>(25.03)</td>
<td>(24.01)</td>
<td>(-10.72)</td>
<td>(6.15)</td>
<td>(5.99)</td>
<td>(-16.59)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
local firms and dispersed firms is not large, holding other firm characteristics constant, the difference would tend to result in lower returns for local firms.

We study the relation between liquidity and geographic dispersion using both the price impact measure of Amihud (2002) and the proportional quoted bid–ask spread. We set the Amihud illiquidity measure to missing for firm \(i\) in month \(m\) if the number of days the stock of firm \(i\) has traded in month \(m\) is below or equal to five. If the dollar volume traded for stock \(i\) is high during a month, but the price has moved only very little, the Amihud measure will be small and stock \(i\) is said to be liquid. A potential disadvantage of the Amihud measure is that it may be difficult to distinguish liquidity from volatility. We therefore use the bid–ask spread as an alternative measure of liquidity. Proportional quoted spread is computed as \(\frac{100(P_A - P_B)}{0.5P_A + 0.5P_B}\), where \(P_A\) is the ask price and \(P_B\) is the bid price. Monthly firm-specific bid–ask spreads are computed as the average daily bid–ask spreads within the month. The fourth and fifth rows in Panel A show that the average liquidity of local firms is lower, using both price impact and bid–ask spread, than the average liquidity of dispersed firms. To the extent that liquidity is priced and illiquid firms are more sensitive to priced liquidity risk than liquid firms, the low liquidity of local firms would cause local firms to have higher average returns than geographically dispersed firms.

Ang, Hodrick, Xing, and Zhang (2006) show that volatility can explain the cross-sectional variation in stock returns. We follow these authors and measure volatility as the standard deviation of the error term from a Fama and French (1993) time series regression using daily data for one month. Ang, Hodrick, Xing, and Zhang (2006) find that firms with high volatility in month \(t - 1\) tend to experience low stock returns in the following months. Looking at the last row of Panel A of Table 2, local firms tend to be more volatile than dispersed firms. In isolation, this would tend to cause local firms to have lower average returns than dispersed firms. The last row of Panel A shows how average stock return momentum varies by geographic dispersion quintiles. We follow Fama and French (2008) and measure momentum as the cumulative return from month \(t - 12\) to \(t - 2\). Even though average past returns are higher for local firms than for dispersed firms, neither group of firms displays stock return momentum that is unusually high, on average.

In Panel B of Table 2, we run a regression with geographic dispersion as the dependent variable and other firm characteristics, year dummies, industry dummies, and U.S. Census division dummies as independent variables. All firm characteristic measures are transformed using the natural logarithm. Each firm is allocated to one of 12 industries using Ken French’s industry classification and Standard Industrial Classification (SIC) codes from CRSP. Each firm is also allocated to one of nine U.S. Census divisions based on the location of the firm’s headquarters. The headquarters location is from Compustat. Controlling for year, census division, and industry effects, the results from Panel B confirm that geographic dispersion is positively related to size and book-to-market ratio and negatively related to Amihud illiquidity and momentum. However, when controlling for other firm characteristics, the marginal effect of the bid–ask spread and volatility are positive.

### 3. Results

The analysis presented in the previous section shows that geographic dispersion varies with firm characteristics known to explain some of the cross-sectional variation in stock returns. In this section, where we present results on the relation between geographic dispersion and stock returns, it therefore becomes important to control for the potentially confounding effect of other firm characteristics. We follow two approaches commonly used in the literature to investigate the relation between returns and firm characteristics. First, we sort firms and form portfolios based on geographic dispersion. Second, we perform cross-sectional regressions along the lines of Fama and MacBeth (1973).

#### 3.1. Portfolios sorted on geographic dispersion

To investigate how stock returns are related to the degree of geographic dispersion, we start by forming five portfolios based on our state count measure. A firm that files a 10-K form on or before June of year \(t\) is eligible for inclusion in a portfolio starting in July of year \(t\). The firm carries its state count up to and including June of the next year. A firm gets added to the portfolio of local firms if its state count is below the 20th percentile in the June cross-section of state counts. Correspondingly, a firm gets added to the portfolio of dispersed firms if its state count exceeds the 80th percentile. Three more portfolios are formed using the 40th and the 60th percentiles as breakpoints. To ensure that portfolios include a sufficient number of firms, portfolio formation starts in July 1994. The sample period ends in December 2008.

In this section we follow Fama and French (2008) and report results using both equally weighted and value-weighted portfolio returns. The advantage of equally weighted returns is that results will not be driven by a few very large stocks. However, when forming portfolios using geographic dispersion, which is negatively correlated with market capitalization, the portfolio of local firms may be unduly influenced by microcaps (defined by Fama and French, 2008 as firms with market cap below the 20th NYSE percentile). Since microcaps only account for about 3% of the aggregate market cap, equally weighted returns may produce results that are unrepresentative of the market. Reporting results using both value weights and equal weights improves our understanding of the pervasiveness of the relation between stock returns and geographic dispersion.

Table 3 shows equally weighted (EW) and value-weighted (VW) monthly return on the portfolios sorted on geographic dispersion. Focusing on the equally weighted portfolio returns, local firms experienced an average monthly return of 1.18% per month during the sample period. Starting with local firms and moving from left to right along the first row in Table 3, the average returns are monotonically decreasing as firms get more...
Table 3
Average return on portfolios sorted by geographic dispersion.

The table reports average portfolio returns in percent. Geographic dispersion is measured as the number of U.S. states mentioned in the annual report filed on Form 10-K with the SEC. Five portfolios are formed based on geographic dispersion. A firm that files a 10-K form on or before June of year $t$ is eligible for inclusion in a portfolio starting in July of year $t$. The firm carries its state count up to and including June of the next year. A firm gets added to the portfolio of local firms if its state count is below the 20th percentile in the cross-section of state counts. Correspondingly, a firm gets added to the portfolio of dispersed firms if the state count exceeds the 80th percentile. Three more portfolios are formed using the 40th and the 60th percentiles as breakpoints. The sample period is July 1994 through December 2008.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Local</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>Dispersed</th>
<th>Local-dispersed</th>
</tr>
</thead>
<tbody>
<tr>
<td>EW returns</td>
<td>1.18</td>
<td>0.97</td>
<td>0.87</td>
<td>0.83</td>
<td>0.62</td>
<td>0.56 (2.73)</td>
</tr>
<tr>
<td>VW returns</td>
<td>0.89</td>
<td>0.78</td>
<td>0.74</td>
<td>0.58</td>
<td>0.49</td>
<td>0.40 (2.06)</td>
</tr>
<tr>
<td>Average number of firms</td>
<td>1,084</td>
<td>830</td>
<td>784</td>
<td>757</td>
<td>818</td>
<td></td>
</tr>
</tbody>
</table>

and more geographically dispersed. The average equally weighted monthly return for the quintile of the most dispersed firms is only 0.62% per month. The 56 basis point difference in average monthly equally weighted returns between local and dispersed firms is economically large and statistically significant at conventional levels.

The second row shows a similar pattern for value-weighted returns. The return difference between the local portfolio and the dispersed portfolio is a statistically significant 40 basis points. The difference in return between the equally weighted and value-weighted portfolios indicates that small local firms have higher returns than large local firms, but the effect of geographic dispersion is clearly also present for large firms. Notice that not only are the point estimates for the top and bottom quintiles statistically different, but they are monotonic along the five quantiles, both for equally and value-weighted portfolios. The last row of the table shows that the average number of firms in each of the quintile portfolios varies between 757 and 1,084. The reason why the five portfolios do not contain the same number of firms is related to the fact that the quintile breakpoints are integers. Many firms are operating in two states—all of which get included in the portfolio of local firms.

The return difference between local firms and dispersed firms is related to size. Earlier we documented a relation between geographic dispersion and other firm characteristics. This raises the question of whether the return spread is compensation for exposure to other risk factors. To take this concern into account, we estimate the following regression model:

$$
\begin{align*}
    r_{pt} &= \alpha_p + \beta_{1p}(\text{Mkt-Rf}_t) + \beta_{2p}\text{SMB}_t + \beta_{3p}\text{HML}_t + \beta_{4p}\text{MOM}_t \\
    &\quad + \beta_{5p}\text{LIQ}_t + \epsilon_t,
\end{align*}
$$

where $r_{pt}$ is either the monthly return on a given portfolio, or the monthly return on a zero investment portfolio long local firms and short geographically dispersed firms. The market portfolio proxy Mkt-Rf, the size factor SMB, the book-to-market factor HML, and the momentum factor MOM are all available from Ken French’s Web site. The liquidity factor LIQ is the “traded” liquidity factor of Pástor and Stambaugh (2003), available from Wharton Research Data Services (WRDS) as a time series updated to December 2008.

Panel A in Table 4 reports factor loadings and Jensen’s alpha for equally weighted portfolios formed using quintiles of geographic dispersion. Focusing on the first row of the table, the portfolio of local firms shows a large and statistically significant Jensen’s alpha, 48 basis points with a heteroskedasticity-consistent $t$-statistic of 2.66, relative to the five-factor model. The return on the local portfolio is closely related to the return on the size factor, reinforcing the earlier finding that local firms tend to be smaller firms. But, since the portfolio has a large alpha, the high return on local firms is not driven by the size effect. Moving down in the column labeled “Alpha,” the abnormal returns are monotonically decreasing as portfolios contain more geographically dispersed firms, mimicking the change in raw returns shown in Table 3. For the quintile portfolio with the most dispersed firms, the alpha is a statistically significant $-22$ basis points ($t$-statistic of $-2.06$). This portfolio is less sensitive to the size factor, but it shows much stronger sensitivities to the book-to-market factor and the liquidity factor.

The first row of Panel B in Table 4 reports the result from a regression with the equally weighted zero investment portfolio long local firms and short dispersed firms as the dependent variable. The monthly alpha on this portfolio is 70 basis points—corresponding to an annual abnormal return of 8.4%. The associated $t$-statistic is 4.45, implying an abnormal return statistically significant at all conventional levels. The return on the long-short portfolio is positively related to the size factor and negatively related to the other four factors. However, the factor loadings are unable to explain the large difference in returns between the portfolio of local firms and the portfolio of dispersed firms. The last row in Panel B constructs the long-short portfolio using value weights. The monthly alpha on this portfolio is 50 basis points, with a $t$-statistic of 2.81. The smaller alpha on the value-weighted portfolio reinforces our previous finding that small local firms have larger abnormal returns than large local firms.

To investigate the effect of small firms further, Panel C of Table 4 reports results after dropping microcaps from all portfolios. This reduces the overall number of firms by approximately 60%. The reduction is largest in the portfolio of local firms where the average number of firms per month drops from 1,084 to 298. The original portfolio of dispersed firms contains only 300 microcaps—removing these results in a new portfolio containing 518 firms on average. As expected, dropping the smallest firms reduces the abnormal performance of the equally weighted long-short portfolio. The alpha drops from 70 basis points using...
Table 4
Jensen’s alpha for portfolios sorted on geographic dispersion.

Geographic dispersion is measured as the number of U.S. states mentioned in the annual report filed on Form 10-K with the SEC. Five portfolios are formed based on geographic dispersion. A firm that files a 10-K form on or before June of year \( t \) is eligible for inclusion in a portfolio starting in July of year \( t \). The firm carries its state count up to and including June of the next year. A firm gets added to the portfolio of local firms if its state count is below the 20th percentile in the cross-section of state counts. Correspondingly, a firm gets added to the portfolio of dispersed firms if the state count exceeds the 80th percentile. Three more portfolios are formed using the 40th and the 60th percentiles as breakpoints. The regression model is

\[
R_{it} = \alpha_i + \beta_1 (\text{Mkt-Rf})_t + \beta_2 \text{SMB}_t + \beta_3 \text{HML}_t + \beta_4 \text{MOM}_t + \beta_5 \text{LIQ}_t + \epsilon_t,
\]

where \( R_{it} \) is either a portfolio excess return (Panel A) or the return on a zero investment portfolio long local firms and short geographically dispersed firms (Panels B and C). The market portfolio Mkt-Rf, the size factor SMB, the book-to-market factor HML, and the momentum factor MOM are downloaded from Ken French’s Web site. The liquidity factor LIQ is the “traded” liquidity factor of Pa´stor and Stambaugh (2003). The coefficients are estimated using Ordinary Least Squares (OLS). The column labeled \( T \) reports the number of monthly observations. The column labeled \( R^2 \) contains the adjusted R-squared.

The numbers in parentheses are t-statistics of the cross-sectional regression coefficients.

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Alpha</th>
<th>Mkt-Rf</th>
<th>SMB</th>
<th>HML</th>
<th>MOM</th>
<th>LIQ</th>
<th>T</th>
<th>( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local</td>
<td>0.48</td>
<td>0.85</td>
<td>0.94</td>
<td>0.08</td>
<td>-0.10</td>
<td>0.00</td>
<td>174</td>
<td>0.88</td>
</tr>
<tr>
<td>2</td>
<td>(2.66)</td>
<td>(16.55)</td>
<td>(12.19)</td>
<td>(1.06)</td>
<td>(-1.32)</td>
<td>(0.10)</td>
<td>174</td>
<td>0.88</td>
</tr>
<tr>
<td>3</td>
<td>(1.16)</td>
<td>(16.12)</td>
<td>(10.84)</td>
<td>(0.65)</td>
<td>(-1.76)</td>
<td>(0.99)</td>
<td>174</td>
<td>0.88</td>
</tr>
<tr>
<td>4</td>
<td>(0.51)</td>
<td>(18.95)</td>
<td>(13.31)</td>
<td>(2.37)</td>
<td>(-1.54)</td>
<td>(1.68)</td>
<td>174</td>
<td>0.90</td>
</tr>
<tr>
<td>Dispersed</td>
<td>-0.22</td>
<td>0.94</td>
<td>0.67</td>
<td>0.51</td>
<td>0.03</td>
<td>0.07</td>
<td>174</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>(2.06)</td>
<td>(27.58)</td>
<td>(14.78)</td>
<td>(10.14)</td>
<td>(0.61)</td>
<td>(2.12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel B: Portfolios long in local firms and short in dispersed firms using all firms</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EW returns</td>
<td>0.70</td>
<td>-0.09</td>
<td>0.27</td>
<td>-0.44</td>
<td>-0.13</td>
<td>-0.06</td>
<td>174</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>(4.45)</td>
<td>(-2.02)</td>
<td>(3.80)</td>
<td>(-6.56)</td>
<td>(-2.36)</td>
<td>(-1.49)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VW returns</td>
<td>0.50</td>
<td>0.05</td>
<td>0.02</td>
<td>-0.35</td>
<td>-0.13</td>
<td>-0.02</td>
<td>174</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>(2.81)</td>
<td>(1.01)</td>
<td>(0.38)</td>
<td>(-5.19)</td>
<td>(-2.48)</td>
<td>(-0.34)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel C: Portfolios long in local firms and short in dispersed firms dropping microcaps</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EW returns</td>
<td>0.32</td>
<td>0.05</td>
<td>0.22</td>
<td>-0.43</td>
<td>-0.17</td>
<td>-0.02</td>
<td>174</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>(2.40)</td>
<td>(1.17)</td>
<td>(3.68)</td>
<td>(-7.68)</td>
<td>(-4.27)</td>
<td>(-0.59)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VW returns</td>
<td>0.51</td>
<td>0.06</td>
<td>-0.01</td>
<td>-0.36</td>
<td>-0.13</td>
<td>-0.02</td>
<td>174</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>(2.82)</td>
<td>(1.02)</td>
<td>(-0.12)</td>
<td>(-5.18)</td>
<td>(-2.58)</td>
<td>(-0.29)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.2. Cross-sectional regressions

The analysis of this section is based on cross-sectional regressions similar to Fama and MacBeth (1973). In particular, for each month in the sample period, we run the following cross-sectional regression:

\[
R_{it} - R_f = \alpha_0 + \sum_{m=1}^{M} \beta_m Z_{mit} + \epsilon_t,
\]

where \( R_{it} \) is return on stock \( i \) in month \( t \); \( R_f \) is the monthly yield on 30-day Treasury bills, \( Z_{mit} \) is one of the following \( M \) firm characteristics: geographic dispersion, the natural logarithm of our state name count (from last June); size, the natural logarithm of the market capitalization in month \( t-2 \); book-to-market ratio, the natural logarithm of the firm’s book-to-market ratio measured as of last June; Amihud illiquidity, the natural logarithm of the stock’s illiquidity from the above model; Fama and French (2002) illiquidity measure computed using daily returns and volume from month \( t-2 \); bid–ask spread, the natural logarithm of \( (P_A - P_B)/(0.5P_A + 0.5P_B) \) where \( P_A \) is the ask price and \( P_B \) is the bid price, both measured in month \( t-2 \); idiosyncratic volatility, the natural logarithm of the standard deviation of the error term from a regression using the three-factor model of Fama and French (1993) and one month worth of daily data; momentum, the buy and hold return for months \( t-12 \) through \( t-2 \); and the one-month lagged return. Table 5 presents the time series averages and associated t-statistics of the cross-sectional regression coefficients from the above model. Focusing first on the column labeled All firms, we see that there is a strong negative relation between geographic dispersion and future one-month stock returns. The average cross-sectional coefficient associated with the natural logarithm of geographic dispersion is \(-0.22\). To compare this estimate with the findings in
Table 5

Time series averages of cross-sectional regression coefficients.

The table reports time series averages of cross-sectional regression coefficients from the following model:

\[
R_{it} - R_f = c_0 + \sum_{m=1}^{M} c_m Z_{m,t} + \varepsilon_t,
\]

where \( R_{it} \) is return on stock \( i \) in month \( t \), \( R_f \) is the monthly yield on 30-day Treasury bills, \( Z_{m,t} \) is one of \( M \) firm characteristics: Geographic dispersion, the natural logarithm of the number of U.S. states mentioned in the annual report filed on Form 10-K with the SEC. Each monthly cross-sectional regression uses the state count from last June. Size, the natural logarithm of the market capitalization in month \( t \). Book-to-market ratio, the natural logarithm of the book-to-market ratio measured as of last June. Amihud illiquidity, the natural logarithm of the Amihud (2002) illiquidity measure computed using daily returns and volume from month \( t \). Bid-ask spread, the natural logarithm of \( (P_2 - P_1)/(0.5P_1 + 0.5P_2) \), where \( P_2 \) is the ask price and \( P_1 \) is the bid price, both measured in month \( t \). Volatility, the natural logarithm of the standard deviation of the error term from a regression using the three-factor model of Fama and French (1993) on one month worth of daily data. Momentum, the buy and hold return for months \( t \) through \( t \). One-month lagged return, the return for month \( t \). Each coefficient time series average is multiplied with 100. Microcaps are all firms below the NYSE 20th size decile. Small firms are larger than the firm at the 20th NYSE decile and smaller than or equally sized to the firm at 50th NYSE decile. Big firms are all firms larger than the firm at the 50th NYSE decile. Parentheses contain t-statistics computed from the standard errors of the time series. The sample period is July 1994 through December 2008.

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>All firms</th>
<th>Microcaps</th>
<th>Small</th>
<th>Big</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geographic dispersion</td>
<td>-0.22 (-4.05)</td>
<td>-0.32 (-4.21)</td>
<td>-0.07 (-1.07)</td>
<td>-0.11 (-2.45)</td>
</tr>
<tr>
<td>Size</td>
<td>-0.52 (-3.33)</td>
<td>-1.21 (-4.55)</td>
<td>-0.33 (-1.68)</td>
<td>-0.21 (-1.57)</td>
</tr>
<tr>
<td>Book-to-market ratio</td>
<td>0.32 (3.38)</td>
<td>0.30 (2.03)</td>
<td>0.23 (2.16)</td>
<td>0.18 (1.91)</td>
</tr>
<tr>
<td>Amihud illiquidity</td>
<td>-0.32 (-2.98)</td>
<td>-0.41 (-3.45)</td>
<td>-0.05 (-0.42)</td>
<td>-0.16 (-1.54)</td>
</tr>
<tr>
<td>Bid-ask spread</td>
<td>0.11 (0.90)</td>
<td>0.03 (0.17)</td>
<td>-0.26 (-1.76)</td>
<td>-0.01 (-1.03)</td>
</tr>
<tr>
<td>Volatility</td>
<td>-0.16 (-0.63)</td>
<td>-0.13 (-0.46)</td>
<td>-0.30 (-1.14)</td>
<td>-0.32 (-1.32)</td>
</tr>
<tr>
<td>Momentum</td>
<td>0.43 (2.14)</td>
<td>0.71 (3.38)</td>
<td>0.21 (0.95)</td>
<td>0.49 (1.51)</td>
</tr>
<tr>
<td>One-month lagged return</td>
<td>-4.02 (-5.57)</td>
<td>-4.58 (-5.56)</td>
<td>-1.58 (-1.99)</td>
<td>-1.56 (-1.70)</td>
</tr>
<tr>
<td>Intercept</td>
<td>3.45 (2.05)</td>
<td>5.22 (2.48)</td>
<td>1.00 (0.50)</td>
<td>-0.27 (-0.14)</td>
</tr>
<tr>
<td>Avg. cross-sectional obs.</td>
<td>3.671</td>
<td>2.111</td>
<td>765</td>
<td>795</td>
</tr>
<tr>
<td>Number of cross</td>
<td>174</td>
<td>174</td>
<td>174</td>
<td>174</td>
</tr>
<tr>
<td>Avg. ( R^2 )</td>
<td>0.05</td>
<td>0.05</td>
<td>0.06</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Taken together, the results presented in Tables 4 and 5 provide strong evidence in favor of concluding that local firms earn higher returns than geographically dispersed firms. The effect is robust to controlling for characteristics-based risk factors in time series regressions as well as to firm characteristics in cross-sectional regressions. The next section investigates potential explanations for the large return difference between local firms and geographically dispersed firms.

4. Explaining the large returns on local stocks

This section investigates investor recognition and limits to arbitrage, in the form of transaction costs, as potential causes for the return differential between local firms and dispersed firms. The section concludes with several robustness checks of our main finding.

4.1. Investor recognition

Merton (1987) characterizes equilibrium stock returns when investors are not aware of all securities. In such informationally incomplete markets, stocks with lower investor recognition offer higher expected returns to compensate investors that hold the stock for insufficient dropping microcaps from the portfolios (Panel C in the same table), the alpha for equally weighted portfolios is smaller than the alpha for the value-weighted portfolios.

11 This “U-shaped” cross-sectional effect of geographic dispersion is also evident from the alphas in Table 4. In Panel B of Table 4, the alpha from the equally weighted zero investment portfolio exceeds the alpha for the corresponding value-weighted portfolio. However, when
diversification. To the extent that local stocks have lower investor recognition, the high average return of local firms shown in the previous section is consistent with the investor recognition hypothesis. We provide two sets of tests that further investigate this hypothesis. First, we compare the returns on portfolios of local firms from geographic areas where there is a good chance of being recognized by investors with returns on portfolios of stocks from areas with a smaller chance of being recognized. Under the investor recognition hypothesis, the returns on local stocks should be high in areas where it is hard to become recognized by investors. Second, we study changes in geographic dispersion. As firms expand geographically, they should become more recognized, and stock returns observed after the expansion should reflect this. Similarly, firms that focus their business and become geographically concentrated should experience higher returns as investors expect these firms to become under-recognized in the future.

We begin to investigate the investor recognition hypothesis by focusing on the amount of capital available to recognize the pricing difference between local firms and geographically dispersed firms. Following the discussion and findings in Hong, Kubik, and Stein (2008), we conjecture that firms are trading at a discount if they are located in areas where the competition for investor attention is fierce. Table 6 shows the returns on portfolios of local stocks that are sorted based on three different measures of investor recognition.

Our first measure of investor recognition is computed at the state level. For each state, we compute the ratio of the number of listed firms to the population of the state, which we loosely refer to as the state’s firm density. We group states into low, medium, and high firm density states. The group of states with low density is composed of all states with below-median firm density. The remaining states are divided between medium density states and high density states to ensure that the number of listed firms in both state groups are as close as possible. With this approach, the high density states are Massachusetts, Connecticut, Colorado, New Jersey, Minnesota, and California. Using stocks headquartered in high density states, we form quintile portfolios based on geographic dispersion as before. Similar portfolios are created using stocks headquartered in medium density and low density states.

Local stocks headquartered in states with low firm density should have higher investor recognition than local stocks headquartered in states with high firm density. According to the investor recognition hypothesis, the latter group of local stocks should have higher returns than the former group. Panel A of Table 6 investigates this conjecture. When returns are equally weighted, the portfolio of local firms from states with low firm density (high recognition) has an alpha of 46 basis points with a

---

**Table 6**

Jensen’s alpha for portfolios of local firms sorted on three different proxies for investor recognition.

This table sorts local firms by three different measures that act as proxies for investor recognition. Local firms are associated with each of the measures then ranked to form three portfolios of local firms. A firm is local if it is among the 20% least geographically dispersed firms. Firm density is computed at the state level and is the ratio of the number of listed firms to the population. Local firms are linked to state density through the state of the headquarters. In Panel A, High recognition local firms are firms located in states with low firm density. In Panel B local firms are characterized by local capital imbalance. The imbalance is computed as the difference between mutual fund capital and listed firm capital in a circle of 100 km around the local firm. High recognition local firms are firms headquartered in areas where there is a good chance of being recognized. Under the investor recognition hypothesis, the high average return of local firms is consistent with the

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Equally weighted returns</th>
<th>Value-weighted returns</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Alpha</td>
<td>T</td>
</tr>
<tr>
<td><strong>Panel A: Firm density</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High recognition</td>
<td>0.46 (3.04)</td>
<td>174</td>
</tr>
<tr>
<td>Medium</td>
<td>0.78 (4.25)</td>
<td>174</td>
</tr>
<tr>
<td>Low recognition</td>
<td>1.04 (4.19)</td>
<td>174</td>
</tr>
<tr>
<td>Low–high</td>
<td>0.58 (2.64)</td>
<td>174</td>
</tr>
<tr>
<td><strong>Panel B: Mutual fund capital less market capitalization of all firms</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High recognition</td>
<td>0.61 (3.73)</td>
<td>174</td>
</tr>
<tr>
<td>Medium</td>
<td>0.86 (3.78)</td>
<td>174</td>
</tr>
<tr>
<td>Low recognition</td>
<td>0.93 (4.57)</td>
<td>174</td>
</tr>
<tr>
<td>Low–high</td>
<td>0.31 (1.80)</td>
<td>174</td>
</tr>
<tr>
<td><strong>Panel C: Institutional ownership from 13-F filings</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High recognition</td>
<td>0.24 (3.15)</td>
<td>173</td>
</tr>
<tr>
<td>Medium</td>
<td>0.54 (3.29)</td>
<td>173</td>
</tr>
<tr>
<td>Low recognition</td>
<td>0.70 (2.00)</td>
<td>173</td>
</tr>
<tr>
<td>Low–high</td>
<td>0.45 (1.26)</td>
<td>173</td>
</tr>
</tbody>
</table>

The regression model is

\[ r_{it} = \alpha_i + \beta_1 (Mkt-Rf)_t + \beta_2 SMB_t + \beta_3 HML_t + \beta_4 MOM_t + \beta_5 LIQ_t + \epsilon_t, \]

where \( r_{it} \) is a portfolio of local firms. The market portfolio Mkt-Rf, the size factor SMB, the book-to-market factor HML, and the momentum factor MOM are downloaded from Ken French’s Web site. The liquidity factor LIQ is the “traded” liquidity factor of Pastor and Stambaugh (2003). The coefficients are estimated using OLS. The numbers in parentheses are t-statistics computed from the heteroskedasticity-consistent standard errors of White (1980). The columns labeled \( R^2 \) contain the adjusted R-squared. The sample period is July 1994 through December 2008, but months where the geographic dispersion portfolio contains less than 15 firms are dropped from the time series.
We rely on the Thomson Reuters Institutional Investor data (s34). Where the amount of capital invested by mutual funds is

pattern very similar to the one shown in Panel A. In areas recognition is reported in Panel B of Table 6. We see a

the selection procedure is repeated.

Three portfolios of local firms are formed using the 33rd local firms are ranked based on the capital imbalance.

code of the firm’s headquarters. At the end of June, all firm is associated with capital imbalance using the zip

investors should be larger. To form portfolios, each local

opportunities available locally. When this imbalance is

between capital available to invest locally and investment subtract this from the amount of mutual fund capital. This

up the market capitalization of these listed firms and

the mutual funds identified in the first step. Then we add

listed firms located closer than 100 km to at least one of

market capitalization of all listed firms geographically

ence between the amount of mutual fund capital and the

measure of investor recognition, we compute the differ-

ation for attention is not as strong. The lack of significance

for the value-weighted portfolio implies that the effect is

most prominent among smaller stocks. The larger effect

among smaller stocks seems entirely reasonable. Every-

thing else equal, smaller firms probably have a harder

time being recognized by investors than larger firms. In

other words, a large local firm would probably suffer less

in terms of recognition in a state with high competition

for attention than a small local firm.

Our second measure of investor recognition is com-
puted at the zip code level. For each zip code where there

is at least one firm classified as local in a given year, we
draw a 100 km circle around the zip code. Next, we use

the Thomson Reuters Mutual Funds data (s12) and the

CRSP Mutual Fund data to locate all mutual funds within

this circle, using the zip code of each mutual fund, and

add up the amount of capital these mutual funds have

invested in stocks of listed firms. To arrive at our second

measure of investor recognition, we compute the differ-

ence between the amount of mutual fund capital and the

market capitalization of all listed firms geographically

close to these mutual funds. To be specific, we identify all

listed firms located closer than 100 km to at least one of

the mutual funds identified in the first step. Then we add

up the market capitalization of these listed firms and

subtract this from the amount of mutual fund capital. This
gives us a measure, at the zip code level, of the imbalance

between capital available to invest locally and investment

opportunities available locally. When this imbalance is

large, the likelihood of being recognized by (mutual fund)

investors should be larger. To form portfolios, each local

firm is associated with capital imbalance using the zip

code of the firm’s headquarters. At the end of June, all

local firms are ranked based on the capital imbalance.

Three portfolios of local firms are formed using the 33rd

and 67th percentiles of the capital imbalance ranking.

Firms are held in the portfolio for one year, at which point

the selection procedure is repeated.

The results using the mutual funds measure of investor

recognition is reported in Panel B of Table 6. We see a

pattern very similar to the one shown in Panel A. In areas

where the amount of capital invested by mutual funds is

small relative to the market capitalization of all firms, the

alpha on a portfolio of local firms is larger than the alpha

on a portfolio of local firms from areas with high investor

recognition. For the equally weighted portfolio, the five-

factor alpha of the long-short portfolio is 31 basis points

with a t-statistic of 1.8. The point estimate for the value-

weighted long-short portfolio is slightly higher, but with a

t-statistic of only 1.3. Thus, again it seems that the

investor recognition story may contribute in explaining

the large alphas on portfolios of local firms. However, the
tests we are using seem to have limited power. The alphas

for the long-short portfolio in Panel B are relatively large,

but we have a hard time making a statistically strong case

for a difference that is related to our measure of investor

recognition.

In the final panel of Table 6, we take a slightly different

approach to measure investor recognition. Panel B has

focused on the effect of being recognized by mutual fund

investors. Another approach to measure the extent to

which institutional investors have recognized a local firm

is to measure and rank local firms on the actual owner-

ship of institutional investors. To this end, we measure

institutional investor ownership in local firm i as the

proportion of equity held by investors that have reported

ownership in firm i through 13F filings with the SEC.13

In Panel C, the high investor recognition portfolio contains

the one-third of local firms with the largest institutional

ownership. The low investor recognition portfolio con-

tains the one-third of local firms with low institutional

ownership. The evidence is mixed. For the equally

weighted portfolios, local firms with high institutional

ownership have lower returns than local firms with low

institutional ownership. To the extent that investor recog-

nition is positively correlated with institutional owner-

ship, this is consistent with the investor recognition

hypothesis. However, for the value-weighted long-short

portfolio, the alpha is negative. Moreover, neither the
equally weighted nor the value-weighted long-short

portfolio have an alpha that is statistically significant.
Thus, forming portfolios of local firms based on institu-
tional ownership does not lend convincing support to the

investor recognition hypothesis.

Overall, the evidence presented in Table 6 provides

support for the investor recognition hypothesis. When

sorting local firms based on firm density and mutual fund

capital less market capitalization of listed firms, there is
evidence that local firms with high investor recognition

had lower returns than local firms with low investor

recognition. We find weaker results when sorting on

institutional ownership. It is clear that the effects of

investor recognition, with our proxies, are more pro-
duced for small firms than for large firms. We interpret

this as evidence in favor of the view that large firms suffer

less than small firms in terms of recognition in a state

with high competition for attention.

Next, we further investigate the investor recognition

hypothesis by looking at changes in investor recognition.

Table 7 shows Jensen’s alpha on portfolios formed using

---

12 We use the approach described in Coval and Moskowitz (2001) to
determine the distance between two zip codes.

13 We rely on the Thomson Reuters Institutional Investor data (s34).
Table 7
Jensen’s alpha for portfolios sorted on change in geographic dispersion.

Geographic dispersion is measured as the number of U.S. states mentioned in the annual report filed on Form 10-K with the SEC. Change in geographic dispersion is measured over 12 months. A firm is local if it is among the 20% least geographically dispersed firms. Firms that change into the quintile of the least geographically dispersed firms during a fiscal year are said to “become local”. Having identified changes in geographic dispersion, we form equally weighted and value-weighted portfolios, including firms only after the change is observable through the filing of 10-Ks. Firms are kept in the “become local” portfolio for 12 months. Unless the firm experiences a new change in geographic dispersion, the firm is moved into the “Already local” portfolio after 12 months. The portfolios “Become dispersed” and “Already dispersed” are formed in a similar fashion. The regression model is

\[ R_{pt} = \alpha_p + \beta_1(Mkt-Rf_t) + \beta_2 SMB_t + \beta_3 HML_t + \beta_4 MOM_t + \beta_5 LIQ_t + \epsilon_t, \]

where \( \alpha_p \) is a zero investment portfolio long local firms and short geographically dispersed firms. The market portfolio Mkt-Rf, the size factor SMB, the book-to-market factor HML, and the momentum factor MOM are downloaded from Ken French’s Web site. The liquidity factor LIQ is the “traded” liquidity factor of Pastor and Stambaugh (2003). The coefficients are estimated using OLS. The numbers in parentheses are \( t \)-statistics computed from the heteroskedasticity-consistent standard errors of White (1980). The sample period is July 1994 through December 2008, but months where the geographic dispersion portfolio contains less than 15 firms are dropped from the time series.

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Equally weighted returns</th>
<th>Value-weighted returns</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Alpha</td>
<td>( T )</td>
</tr>
<tr>
<td>Become local</td>
<td>0.98 (3.86)</td>
<td>162</td>
</tr>
<tr>
<td>Already local</td>
<td>0.79 (4.27)</td>
<td>162</td>
</tr>
<tr>
<td>Difference</td>
<td>0.20 (1.28)</td>
<td>162</td>
</tr>
<tr>
<td>Become dispersed</td>
<td>-0.06 (–0.40)</td>
<td>162</td>
</tr>
<tr>
<td>Already dispersed</td>
<td>0.14 (1.22)</td>
<td>162</td>
</tr>
<tr>
<td>Difference</td>
<td>-0.20 (–1.38)</td>
<td>162</td>
</tr>
</tbody>
</table>

changes in investor recognition. Under the investor recognition hypothesis, a local firm has high returns because investors demand a premium to hold under-recognized stocks. As the firm expands geographically, it should become more recognized, and the stock returns observed after the expansion should reflect this. Firms that focus their business and become geographically concentrated should experience higher returns as investors expect these firms to become under-recognized in the future.

We measure the change in geographic dispersion over 12 months. Those firms that change into the quintile of the least geographically dispersed firms during a fiscal year are said to “become local.” Most companies that become local naturally move from the geographic dispersion quintile closest to local firms. However, there are firms that “become local” from all the other quintiles. Having identified changes in geographic dispersion, we form equally weighted and value-weighted portfolios, including firms only after the change is observable through the filing of 10-Ks. Firms are kept in the “become local” portfolio for 12 months. Unless the firm experiences a new change in geographic dispersion, the firm is moved into the “Already local” portfolio after 12 months. The portfolios “Become dispersed” and “Already dispersed” are formed in a similar fashion. The regression model is

\[ R_{pt} = \alpha_p + \beta_1(Mkt-Rf_t) + \beta_2 SMB_t + \beta_3 HML_t + \beta_4 MOM_t + \beta_5 LIQ_t + \epsilon_t, \]

where \( \alpha_p \) is a zero investment portfolio long local firms and short geographically dispersed firms. The market portfolio Mkt-Rf, the size factor SMB, the book-to-market factor HML, and the momentum factor MOM are downloaded from Ken French’s Web site. The liquidity factor LIQ is the “traded” liquidity factor of Pastor and Stambaugh (2003). The coefficients are estimated using OLS. The numbers in parentheses are \( t \)-statistics computed from the heteroskedasticity-consistent standard errors of White (1980). The sample period is July 1994 through December 2008, but months where the geographic dispersion portfolio contains less than 15 firms are dropped from the time series.

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Equally weighted returns</th>
<th>Value-weighted returns</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Alpha</td>
<td>( T )</td>
</tr>
<tr>
<td>Become local</td>
<td>0.98 (3.86)</td>
<td>162</td>
</tr>
<tr>
<td>Already local</td>
<td>0.79 (4.27)</td>
<td>162</td>
</tr>
<tr>
<td>Difference</td>
<td>0.20 (1.28)</td>
<td>162</td>
</tr>
<tr>
<td>Become dispersed</td>
<td>-0.06 (–0.40)</td>
<td>162</td>
</tr>
<tr>
<td>Already dispersed</td>
<td>0.14 (1.22)</td>
<td>162</td>
</tr>
<tr>
<td>Difference</td>
<td>-0.20 (–1.38)</td>
<td>162</td>
</tr>
</tbody>
</table>

4.2. Liquidity and volatility

Fang and Peress (2009) find that firms with little media coverage have higher returns than comparable firms with high media coverage. They point out that some investors may recognize all securities, but that limits to arbitrage prevent them from taking advantage of the apparent mispricing between stocks. Consistent with this view, they show that the media effect is stronger for low liquidity and high volatility firms. This section investigates if the effect of geographic dispersion is related to liquidity and volatility.

To investigate the importance of liquidity, we first sort firms into three portfolios based on the Amihud illiquidity points and is not statistically significant at conventional levels. For the value-weighted portfolios, there is no difference in alphas between firms that are local and firms that become local. A similar conclusion applies when comparing firms that become geographically dispersed and firms that are already dispersed.

A natural conjecture, in the context of the investor recognition hypothesis, is that investors learn about firms that become geographically proximate more quickly than they forget about firms that leave their geographic proximity. As a consequence, one should expect firms that become local to have more modest price reactions than those that become dispersed. The point estimates in Table 7 do not lend support to this conjecture. The year after the change, both firms becoming local and firms becoming geographically dispersed have returns that are similar to comparable firms that are already local and dispersed, respectively. Table 7 shows that firms changing their geographic dispersion behave more like the firms they become similar to than the firms they used to be, consistent with investor recognition being priced into asset prices within a year.

14 The reason why both the reported alphas are larger than the alpha reported in the first row of Table 4 is related to sample composition. To measure a change in geographic dispersion, we require portfolio firms to have data on geographic dispersion in two consecutive years before being included in the portfolio.
measured. Then, within each liquidity portfolio, we sort firms into quintile portfolios based on their geographic dispersion. The same procedure is followed replacing Amihud illiquidity with bid–ask spread and volatility. Table 8 presents alphas for portfolios, within sorts on liquidity and volatility, that are long local firms and short geographically dispersed firms. Using all available firms to form portfolios, the first vertical segment of Panel A shows that the alpha for the long-short portfolio formed using the most liquid firms is 32 basis points. This alpha increases to 71 basis points for firms with medium liquidity and to 93 basis points for the least liquid firms. The difference in alphas for liquid and illiquid firms is 62 basis points with an associated \( t \)-statistic of 2.69. The fact that the alpha is monotonically increasing with reduced liquidity, and the economically and statistically significant difference in the alphas, seem to support the conclusions of Fang and Peress (2009) on the importance of liquidity for firms with low investor recognition.

However, when investigating the effect of Amihud illiquidity within microcaps, and within the group of firms that are not microcaps, the effect of liquidity is dramatically reduced. First, when only using microcaps to form portfolios, the alphas on the portfolios long local firms and short geographically dispersed firms are economically and statistically significant. However, the alphas for liquid and illiquid firms are not statistically distinguishable from each other. The same conclusion applies to firms that are not microcaps. The implication of this finding is that most of the alpha difference found when using all firms to form portfolios is driven by the difference in liquidity between microcaps and other firms. That is, we cannot separate the liquidity effect from the size effect that we have documented in earlier tables.

Panel B of Table 8 reports the results from a similar analysis using the bid–ask spread as a liquidity measure. For microcaps, there is an effect of liquidity. The alpha for the most liquid firms is 53 basis points smaller than the alpha for the least liquid firms. Using a one-sided test, the difference is statistically significant at below the 5% level. However, moving to the group of firms that are not microcaps, there is no effect of the bid–ask spread, as the alpha of the long-short portfolio is 36 basis points for highly liquid firms, but only 33 basis points for stocks with high bid–ask spreads.

Panel C of Table 8 investigates the effect of volatility on the alphas on the portfolios long local firms and short geographically dispersed firms. The Merton (1987) model implies that investors require compensation for taking on the idiosyncratic risk that follows from holding less than perfectly diversified portfolios. Thus, local firms with high idiosyncratic risk should command higher expected returns than local firms with less idiosyncratic risk. We investigate this prediction by studying the alphas on long-short portfolios when portfolios are formed within groups of firms sorted based on idiosyncratic risk. Using all available firms to form portfolios, the difference in alphas for low volatility firms and high volatility firms is a statistically significant 87 basis points. This difference remains strong among microcaps (68 basis points with a \( t \)-statistic of 1.87) but is much weaker among non-microcaps (28 basis points with a \( t \)-statistic of 1.26).

### Table 8

Jensen's alpha for equally weighted double sorted portfolios long in local firms and short in geographically dispersed firms.

Geographic dispersion is measured as the number of U.S. states mentioned in the annual report filed on Form 10-K with the SEC. A firm is local if it is among the 20% least geographically dispersed firms. A firm is dispersed if it is among the 20% most geographically dispersed firms. The regression model is

\[
r_{pt} = z_p + \beta_1 (Mkt-Rf) + \beta_2 SMB + \beta_3 HML + \beta_4 MOM + \beta_5 LIQ_t + \epsilon_t,
\]

where \( r_{pt} \) is a zero investment portfolio local liquid firms and short geographically dispersed firms. Portfolio returns are equally weighted. The market portfolio Mkt-Rf, the size factor SMB, the book-to-market factor HML, and the momentum factor MOM are downloaded from Ken French's Web site. The liquidity factor LIQ is the "traded" liquidity factor of Pastor and Stambaugh (2003). The coefficients are estimated using OLS. The numbers in parentheses contain the adjusted \( R^2 \)-squared.

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>All firms</th>
<th>Microcaps</th>
<th>All but microcaps</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Alpha</td>
<td>( T )</td>
<td>( R^2 )</td>
</tr>
<tr>
<td><strong>Panel A: Amihud illiquidity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liquid</td>
<td>0.32 (1.80)</td>
<td>174</td>
<td>0.62</td>
</tr>
<tr>
<td>Medium</td>
<td>0.71 (3.96)</td>
<td>174</td>
<td>0.39</td>
</tr>
<tr>
<td>Illiquid</td>
<td>0.93 (5.41)</td>
<td>162</td>
<td>0.28</td>
</tr>
<tr>
<td>Illiquid-liquid</td>
<td>0.62 (2.69)</td>
<td>162</td>
<td>0.46</td>
</tr>
<tr>
<td><strong>Panel B: Bid–ask spread</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small</td>
<td>0.33 (1.96)</td>
<td>174</td>
<td>0.62</td>
</tr>
<tr>
<td>Medium</td>
<td>0.71 (3.25)</td>
<td>174</td>
<td>0.21</td>
</tr>
<tr>
<td>Large</td>
<td>1.13 (5.68)</td>
<td>162</td>
<td>0.40</td>
</tr>
<tr>
<td>Large-small</td>
<td>0.83 (3.62)</td>
<td>162</td>
<td>0.25</td>
</tr>
<tr>
<td><strong>Panel C: Volatility</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>0.40 (3.46)</td>
<td>174</td>
<td>0.35</td>
</tr>
<tr>
<td>Medium</td>
<td>0.63 (3.80)</td>
<td>174</td>
<td>0.41</td>
</tr>
<tr>
<td>High</td>
<td>1.25 (5.25)</td>
<td>162</td>
<td>0.40</td>
</tr>
<tr>
<td>High-low</td>
<td>0.87 (3.54)</td>
<td>162</td>
<td>0.31</td>
</tr>
</tbody>
</table>
Overall, Table 8 shows a strong effect of liquidity and volatility when using all firms to form portfolios. However, these effects are hard to distinguish from size effects. This does not imply that the effect of geographic dispersion is not stronger for illiquid firms with high volatility, but rather that the effect is hard to disentangle from the size effect. It seems reasonable to conclude that size, liquidity, and volatility together influence the effect of geographic dispersion in much the same way as these variables modify the media effect studied by Fang and Peress (2009). That is, arbitrageurs would find it harder to profit on the mispricing documented in this paper when firms are small, have low liquidity, and are volatile.

We conclude this section by reporting how our results changed throughout our sample period. While EDGAR was put in place in the mid-1990s, the possibility of obtaining a time series with enough observations to make reasonable statements about the effect of geographic dispersion was not available until the latter part of our sample period. Moreover, geography did not take a central role in the finance research community until the early 2000s. If arbitrageurs spotted the pricing anomalies we show, we would expect to see the mispricing diminish throughout our sample. Fig. 2 plots the average returns, for each year in our sample, of the long-short portfolio constructed as in Table 3. The returns from such a trading strategy paid off handsomely during the first 10 years of our sample—both the equally and the value-weighted returns are positive in all 10 years. On the other hand, the effect disappears in the 2004–2008 subsample. Indeed,
Table 9
Jensen’s alpha for portfolios long in local firms and short in geographically dispersed firms by industries and using EW returns.

Geographic dispersion is measured as the number of U.S. states mentioned in the annual report filed on Form 10-K with the SEC. A firm is local if it is among the 20% least geographically dispersed firms. A firm is dispersed if it is among the 20% most geographically dispersed firms. The regression model is

\[ r_{pt} = \alpha_t + \beta_1 (Mkt-Rf)_t + \beta_2 SMB_t + \beta_3 HML_t + \beta_4 MOM_t + \beta_5 LIQ_t + \epsilon_t, \]

where \( r_{pt} \) is a zero investment portfolio long local firms and short geographically dispersed firms. The market portfolio Mkt-Rf, the size factor SMB, the book-to-market factor HML, and the momentum factor MOM are downloaded from Ken French’s Web site. The liquidity factor LIQ is the “traded” liquidity factor of Pastor and Stambaugh (2003). The coefficients are estimated using OLS. The numbers in parentheses are t-statistics computed from the heteroskedasticity-consistent standard errors of White (1980). The column labeled \( R^2 \) contains the adjusted \( R^2 \)-squared. The sample period is July 1994 through December 2008, but months where the geographic dispersion portfolio contains less than 15 firms are dropped from the time series.

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Alpha</th>
<th>( T )</th>
<th>( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Double sorts using eight industries and quintiles of geographic dispersion</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consumer durables and non-durables</td>
<td>-0.09 (−0.36)</td>
<td>174</td>
<td>0.07</td>
</tr>
<tr>
<td>Manufacturing</td>
<td>0.55 (2.07)</td>
<td>174</td>
<td>0.23</td>
</tr>
<tr>
<td>Energy and chemicals</td>
<td>0.54 (1.67)</td>
<td>174</td>
<td>0.03</td>
</tr>
<tr>
<td>Business equipment, telecom, and utilities</td>
<td>0.66 (2.53)</td>
<td>174</td>
<td>0.52</td>
</tr>
<tr>
<td>Wholesale and retail</td>
<td>0.82 (3.30)</td>
<td>174</td>
<td>0.09</td>
</tr>
<tr>
<td>Health</td>
<td>0.86 (2.21)</td>
<td>173</td>
<td>0.34</td>
</tr>
<tr>
<td>Finance</td>
<td>0.62 (3.61)</td>
<td>174</td>
<td>0.27</td>
</tr>
<tr>
<td>Other</td>
<td>0.85 (3.22)</td>
<td>174</td>
<td>0.30</td>
</tr>
<tr>
<td>( F )-test of equal alphas</td>
<td>1.68 [0.11]</td>
<td>8 ( \times ) 173</td>
<td></td>
</tr>
<tr>
<td><strong>Panel B: Individual stock returns replaced with industry portfolio returns</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local</td>
<td>0.15 (1.00)</td>
<td>174</td>
<td>0.92</td>
</tr>
<tr>
<td>Dispersed</td>
<td>-0.02 (−0.15)</td>
<td>174</td>
<td>0.92</td>
</tr>
<tr>
<td>Local-dispersed</td>
<td>0.17 (3.55)</td>
<td>174</td>
<td>0.43</td>
</tr>
</tbody>
</table>

the popularity of text analysis in academic circles started around the 2004 date (Tetlock, 2007). Thus, it is natural to conjecture that the investment community spotted our pricing anomaly, and corrected it by the end of our sample period.

4.3. Industry and other measures of dispersion

Hou and Robinson (2006) conclude that industry concentration affects equilibrium stock returns. If industry membership is correlated with geographical dispersion, our findings could possibly be caused by industry membership rather than geographic dispersion. This section addresses this concern. We also investigate the robustness of our findings using alternative measures of geographic dispersion.

Table 9 investigates the role of industry by creating portfolios within broad industry classifications. In particular, for firms within each of the eight industries listed in Panel A of Table 9, we estimate five-factor alphas for the equally weighted portfolio long in local firms and short in geographically dispersed firms. The estimated alpha from these eight time series regressions is presented in the second column. The numbers are positive and large for all but one industry, for which the point estimate is virtually zero. Furthermore, a formal \( F \)-test of the equality of the eight alphas has a \( p \)-value of 11%. Thus, we cannot reject the hypothesis that the effect is the same for all industries. We conclude that the effect of geographic dispersion is not driven by one particular industry group.

In Panel B of Table 9 we conduct a further test as to whether our results are driven by industry effects. We repeat the portfolio formation in Section 3.1 with the difference that we replace a firm’s stock return by that of its industry, using the Fama and French 38 industries classification to define industry membership. The local portfolio’s alpha is 15 basis points, whereas that of the dispersed portfolio is –2 basis points. Comparing this to the estimates from Table 4, 48 and –22 basis points, we see that industry itself cannot explain our findings. A similar conclusion emerges from the long-short portfolio. The last row of Table 9 shows that the alpha of the portfolio obtained substituting a firm’s return for that of its industry is 17 basis points, which is less than one-fourth of the point estimate of 70 basis points from Table 4.

Finally, we run Fama and MacBeth (1973) regressions similar to Table 5, but with added industry dummies created based on the Fama–French 38 industries classifications. Results are not reported, but the conclusion remains the same—industry fixed effects do not explain the significance of geographical dispersion as a determinant of stock returns.

Table 10 presents our results using alternative measures of geographical dispersion. The seven rows in this table report the alphas of long-short portfolios, similar to Panel B of Table 4. We change the measure of geographical dispersion in each of the rows. In the first row we use the Herfindahl index to measure geographical dispersion.\(^\text{17}\) An argument that favors such a measure is that it is

\(^{16}\) To have a sufficient number of firms per month, we use eight broadly defined industries, closely aligned to Fama and French 12 industries classification.

\(^{17}\) We construct the Herfindahl index as follows. We create a vector \( x \in \mathbb{R}^{50} \) that has as entry \( x_i \) the proportion of all state names mentioned in the 10-K statement that are associated with state \( i \). The Herfindahl index is then defined as usual as \( H = \sum_{i=1}^{50} x_i^2 \).
Geographic dispersion is measured as the number of U.S. states mentioned in the annual report filed on Form 10-K with the SEC. A firm is local if it is among the 20% least geographically dispersed firms. A firm is dispersed if it is among the 20% most geographically dispersed firms. The regression model is

\[ r_{pg} = \alpha_0 + \beta_1(Mkt-Rf) + \beta_2(SMB) + \beta_3(HML) + \beta_4(MOM) + \beta_5(LIQ) + \varepsilon, \]

where \( r_{pg} \) is a zero investment portfolio long local firms and short geographically dispersed firms. The market portfolio \( Mkt-Rf \), the size factor \( SMB \), the book-to-market factor \( HML \), and the momentum factor \( MOM \) are downloaded from Ken French’s Web site. The liquidity factor \( LIQ \) is the “traded” liquidity factor of Pástor and Stambaugh (2003). The coefficients are estimated using OLS. The numbers in parentheses are \( t \)-statistics computed from the heteroskedasticity-consistent standard errors of White (1980). The columns labeled \( R^2 \) contain the adjusted \( R \)-squared. The sample period is July 1994 through December 2008, but months where the geographic dispersion portfolio contains less than 15 firms are dropped from the time series.

Table 10 reports the alpha estimates for the long-short portfolio \( \alpha_{pg} \), where \( \alpha_{pg} \) is the abnormal return and \( R^2 \) is the coefficient of determination. The table includes the number of firms in the portfolio and the adjusted \( R \)-squared. The results using the Herfindahl index are more highly significant by standard confidence levels. Jensen’s alphas on the portfolios are on the order of 50 basis points for the equally weighted portfolios and 30 basis points for the value-weighted portfolios.

<table>
<thead>
<tr>
<th>Measure of geographic dispersion</th>
<th>EW returns</th>
<th></th>
<th>VW returns</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Alpha</td>
<td>( T )</td>
<td>( R^2 )</td>
<td>Alpha</td>
</tr>
<tr>
<td>1 – Herfindahl</td>
<td>0.50 (3.75)</td>
<td>174</td>
<td>0.39</td>
<td>0.49 (2.87)</td>
</tr>
<tr>
<td>U.S. divisions</td>
<td>0.52 (5.71)</td>
<td>174</td>
<td>0.35</td>
<td>0.55 (3.60)</td>
</tr>
<tr>
<td>Three-year moving average</td>
<td>0.53 (3.58)</td>
<td>154</td>
<td>0.55</td>
<td>0.34 (1.98)</td>
</tr>
<tr>
<td>Max/min</td>
<td>0.54 (3.75)</td>
<td>154</td>
<td>0.52</td>
<td>0.28 (1.72)</td>
</tr>
<tr>
<td>Dropping firms when present</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One or more countries</td>
<td>0.51 (2.07)</td>
<td>144</td>
<td>0.14</td>
<td>0.84 (2.28)</td>
</tr>
<tr>
<td>Five or more countries</td>
<td>0.65 (4.11)</td>
<td>174</td>
<td>0.42</td>
<td>0.44 (1.83)</td>
</tr>
<tr>
<td>Country names</td>
<td>-0.12 (-0.80)</td>
<td>174</td>
<td>0.57</td>
<td>-0.25 (-1.27)</td>
</tr>
</tbody>
</table>

The next two rows include the analysis using two alternative metrics of geographic dispersion. The first simply computes a three-year moving average of the state counts from the 10-K statements. Firms are classified as local or geographically dispersed if they are in the bottom or top quintiles of this metric. The second, labeled max/min, classifies a firm as geographically dispersed if it is in the top quintile of geographic dispersion, when geographic dispersion is the maximum number of different states mentioned in a 10-K statement over the last three years. This second metric classifies a firm as local if it is in the bottom quintile of geographic dispersion, where geographic dispersion is the minimum number of different states mentioned in a 10-K statement over the last three years.

These two metrics serve as a conservative anchor, as they should eliminate some of the noise that could stem from our text parsing algorithm. Our previous conclusions are reinforced. Jensen’s alphas on the portfolios are on the order of 50 basis points for the equally weighted portfolios and 30 basis points for the value-weighted portfolios.

Finally, we investigate if firms’ international presence affects our results. If international presence expands the investor base, it should lead to lower expected returns for international firms. However, the strong home bias of investors (French and Poterba, 1991) suggests that international presence will only have a small effect on the investor base. In other words, a company with operations in China and California may not reach more investors than international firms. However, the strong home bias of investors in foreign countries may cloud our results due to measurement error.

We check if our conclusions are robust to international presence by dropping firms that may have operations outside the U.S. In the third row of Table 10 we drop all firms that mention one or more country names in their 10-K statement. Using our state count measure of geographic dispersion in the sample of non-international firms, the alpha on the equally weighted portfolio is 51 basis points, whereas the value-weighted portfolio has an alpha of 84 basis points. The number of firms remaining in the sample, after dropping firms with some international presence, is significantly lower than for the full sample. Nonetheless, our results are still large in economic terms, and statistically different from zero. To retain more firms,
the fourth row reports alphas on the long-short portfolio formed using firms that mention less than five countries in their 10-K statements. The alphas remain large in this subsample as well.

In our final robustness test, we check whether the international dispersion of a firm can have an effect similar to the effect of domestic dispersion. In the last row of Table 10, we report alphas when geographic dispersion is measured using country name counts rather than state name counts. In particular, we redo our previous analysis using the counts of 200 different countries instead of the earlier state name counts. Both the equally weighted and the value-weighted portfolios have alphas that are not distinguishable from zero at conventional levels of statistical significance. Based on the last three rows of Table 10, we conclude that our results are not driven by firms with international presence.

Overall, Tables 9 and 10 show that our main conclusion is not driven by any particular industry, that it is robust to using alternative measures of geographic dispersion, and that it is not driven by firms with international presence.

5. Conclusion

This paper presents the first large sample study of the geographical dispersion of U.S. publicly traded firms. We find a pattern in stock returns that sheds new light on the pricing of local assets. We show that the geographical dispersion of a firm’s business activities, measured by the number of states mentioned in a company’s annual report, is related to average returns. Local firms, those that operate in two states or less, have average returns that are 70 basis points higher than firms whose operations transcend more than 20 states.

We interpret our evidence as consistent with the predictions of the investor recognition hypothesis of Merton (1987). In Merton’s informationally incomplete markets, stocks with lower investor recognition offer higher expected returns to compensate investors for insufficient diversification. To the extent that local stocks have lower investor recognition, the high average return of local firms is consistent with this prediction. The paper also shows that stocks of local firms headquartered in areas where the competition for investor attention is fierce experience higher returns than local stocks headquartered in areas where fewer firms compete for attention.

Our study shows how one can obtain an economically meaningful cross-sectional characterization of firms, in our case the geographical dispersion of operations, from the filings of 10-K forms on EDGAR. The use of textual analysis of business-related information is a promising area for future research. Our study of geographic dispersion and stock returns is only one of many potential questions that can be addressed using these type of data in general—and using our geographic dispersion measure in particular.
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See Hoberg and Phillips (2010) for another example of how to use textual information to capture cross-sectional characteristics of firms.