Q. 1
A distinct feature of the correlation matrix is that

A) the correlations in the main diagonal equals the covariances in the main diagonal of the covariance matrix

B) the correlations in the main diagonal are unstandardized variances. 

C) the correlations are unstandardized covariances. 

D) the correlations in the main diagonal are all equal to one

E) it is always equal to the covariance matrix

Q. 2
You are working with the following sample covariance matrix

               var1:       var2:
   var3:      var4:
var5: 
    var6: 


    var1:  1.3200    0.4412    0.3863    0.5128    0.4844    0.5746

    var2:  0.4412    1.3890    0.4301    0.3795    0.5657    0.5130

    var3:  0.3863    0.4301    1.0450    0.5208    0.4504    0.4863

    var4:  0.5128    0.3795    0.5208    1.3701    0.6691    0.7814

    var5:  0.4844    0.5657    0.4504    0.6691    2.0550    1.0406

    var6:  0.5746    0.5130    0.4863    0.7814    1.0406    2.1405

What is the value of 
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A) 0.4412  

B) 0.4301

C) 0.5130

D) 0.3795

E) 1.3701

Q. 3

Use the information in Q. 2 to determine the standard deviation of var5

A) 1.1705

B) 1.4335

C) 0.7217

D) 1.1786

E) 1.1634

Q. 4

Use the information in Q. 2 to determine the correlation between var1 and var5 

A) 0.2941

B) 0.2679

C) 0.1626

D) 0.3258

E) 0.1786

Q. 5
The following assumption is central in OLS regression 

A) The x variables are independent of the error term

B) The x variables are not correlated

C) The x variables are not correlated with the y variable

D) The x variables have to be continuous 

E) The error term is zero 

Q. 6

Consider a simple regression model. An important assumption underlying the OLS estimation technique is that the 

A) the constant term is equal to zero

B) the variance of the residuals is equal to zero

C) the independent variable is normally distributed 

D) the variance of the error term is constant 

E) the mean of the independent variable equals zero  

Q. 7

Assuming that the six-indicator, three-factor factor model below holds in the population. What is expected chi-square? 

A) 12.25

B) 0.05

C) 7

D) 0

E) 0.02
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Q. 8

Consider the following output from the ML estimator:

Minimum Fit Function Chi-Square = 74.11 (P = 0.00)
Normal Theory Weighted Least Squares Chi-Square = 70.80 (P = 0.00)
Satorra-Bentler Scaled Chi-Square = 23.16 (P = 0.0032)
Chi-Square Corrected for Non-Normality = 44.10 (P = 0.00)
A) It is likely that the observed variables are normally distributed

B) It is likely that the there are excess kurtosis of the observed variables

C) The ML estimator seems to be asymptotic robust

D) The 
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 will not be rejected at the 5% level.

E) The observed variables are obviously ordinal

Q. 9

You are presented with the following measurement model: 
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What are the variances of the error terms 
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 of this model when the variance of all the observed variables are standardized ( equal to 1)?

A) Both are 0.7

B) Both are 0.49

C) Both are 0.51

D) The first is 0.7 the second is 0.3 

E) Both are 0

_1207743006.unknown

_1208176785.unknown

_1208176950.unknown

_1208098453.unknown

_1205913074

