Q. 1 

Your are implementing a factor model by running the following syntax in Lisrel

Syntax lisrel: Model 1
DA NI=6 MA=CM NO=200000
CM=COV_MAT.COV
AC=ASYM_MAT.ACM
CO ALL
MO NX=6 NK=2 
PA LX
0 1
0 1
0 1
1 1
1 0
1 0

PD

OU ME=ML

How many observed variables and latent factors does this model contain?

A) 7 variables and 6 latent factors
B) 7 variables and 2 latent factors

C) 6 variables and 7 latent factors

D) 6 variables and 2 latent factors

E) 2 variables and 6 latent factors

Q. 2

Consider a factor model constructed from a [10 x 1] vector of observed variables, a [10 x 4] pattern matrix and a [6 x 1] vector of error variances. How many latent factors does this model contain? 

A) 40

B) 10

C) 4

D) 1

E) 6

Q. 3

Which method of estimation is typically preferred when the number of observation is relatively small and the observed variables significantly deviates from a normal distribution?

A) Unweighted least squares, ULS

B) Normal theory weighted least squares, NTWLS

C) Generalized least squares, GLS

D) The asymptotic distribution free estimator, ADF

E) Satorra-Bentler, RML

Q. 4

What are typical problems associated with the use of maximum likelihood under conditions of non-normal data

A) 
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 becomes too large, while the RMSEA fit index remains constant 

B) 
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 becomes too large, while RMSEA fit index correspondently increases in value

C) 
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 becomes too small, while the RMSEA fit index remains constant

D) 
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 becomes too small, while the RMSEA fit index correspondently decreases in value

E) None of the above

Q. 5
The idea behind the non-central 
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-distribution and non-centrality based testing is that   

A) the observed variables significantly deviates from a normal distribution and the 
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 becomes too large 

B) the observed variables significantly deviates from a non-central 
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-distribution and the test statistic becomes too small

C) since the 
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-test is not based on exact fit, non-centrality based testing is more reliable 

D) the 
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-test for exact fit is unrealistic due to the fact that statistical models are only simplifications of reality.

E) we are generally not concerned with model testing in behavioural  statistics

Q. 6

In SEM (Structural equation modelling), the null-hypotheses in a 
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-test states that the population covariance matrix is equal to the model implied covariance matrix. Formally this can be formulated as
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