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6.1 lntroduction

Norway and Sweden have both formally adopted inflation targeting as their

framework for monetary policy.l Sweden switched to inflation targeting in

the early 1990s after currency crises and the collapse of its frxed-exchange-

rate regime to the ECU in the autumn or 1992.2 The country has had a policy

of not intervening systematically in the foreign exchange market since then.

Norway abandoned the frxed-exchange-rate system in Decembet 1992, and

the foreign exchange regime thereafter became more flexible. Monetary pol-

icy was still oriented towards maintaining a stable exchange rate in relation to

European currencies, although without defining a central exchange rate with

fluctuation margins that would be defended by interventions. Eventually, in

early 2001, a formal inflation-targeting framework was adopted.

In this chapter we analyse in detail the economic performance of key eco-

nomic variables in two small open economies: Norway and Sweden, prior to

and after implementing inflation targeting as their framework for monetary

policy. Having established some stylized facts, we investigate the role of mon-

etary policy for stabilizing economic performance. Speciftcallf we analyse to

what extent monetafy policy has conftibuted to stabilizing the exchange rate

(and thereby also inflation) over the period examined.
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1 The views expressed in this chapter are those of the authors and do not necessarily-reflect

the views of Norges Bank. we thank Michael Ber8man, Roberto Billi, and the pafiicipant-s aÎ IK
conference ,Reform Capacity and Macroeconomiõ Performance in the Nordic Õountries' for con'

structivecomments. . rôo<
2 The Swedish inflation target was announced inJanuary 1993 and became operative rn r77-

(Berg, 2005).

we

136



-Y-

lheir
rg in
nge-
clicy
hen.
, and
pol-

)n to
with
ty, in

eco-

or to
etary
non-
'se to
I rate

reflect
at the
)f con'

t 1995

Monetary Pollcy and Exchange Rate Stabil¡zation in N orway and Sweden

To examine this question, we build on previous workbyAlstadhei m, Bjørn1and,,
and Maih (zol3), who have developed a model that allows for regime changes
in the monetary policy responses and shocks that hit small open economies.
with this fiamework we explore the extent to which the inflation-targeting
central banks in Norway and sweden put the same emphasis on stabilizing
the exchange rate throughout the period, independently of the known regime
changes and the volatility of shocks that occurred over the period. Furthermore,
we analyse whether the effects of terms-of-trade shocks on output and inflation
are exacerbated in countries that respond strongly to the exchange rate.3

we have three main flndings. First, we find that volatility has declined
over time for all the key economic variables except GDp in Sweden and the
exchange rate in Norway. Hence, good policies (and maybe also good luck),
have made the scandinavian economies overall more stable. The exception is
the flnancial crisis when output in Sweden was hit hard.

second, turning to the recent inflation-targeting period, we find that the inter-
est rate and terms of trade are substantially more volatile in Norway than in
sweden, while the other domestic variables (including the exchange rate) have
about the same volatility. This suggests that monetary policy could have a role
in stabilizing the exchange rate (and subsequently inflation) in Norway, in par-
ticular when terms of trade shocks are a major source of disturbance to the
economy.

Third, we find that the central bank in sweden has put less weight on
stabilizing the exchange rate, as measured by the response to the nominal
effective exchange rate, since inflation targeting was adopted in the early
1990s. For Norway, we do not observe a systematic change in the response
to the nominal effective exchange rate. In fact, the interest-rate fesponse to
the exchange rate has remained high throughout the period analysed. This
could explain why the exchange rate remains relatively stable in Norway
despite high volatility in the terms of trade. we also show that by responding
strongly to the exchange rate, the adverse effects of terms-of-trade shocks on
the exchange rate and subsequently output are lessened. Monetary policy
therefore contributes to exacerbate a terms-of-trade-led boom in the econ-
omy, by boosting instead output and inflation.

The remainder of the chapter is structured as follows: in section z, we pre-
sent some stylized facts of business cycles in Norway and Sweden, compar-
ing with other countries wherever relevant. section 3 briefly describes the
small-open-economy New Keynesian model, while the estimation procedure
is briefly descibed in section 4. Section s presents the data, while in section 6
we report the results. Section 7 concludes.

3 Tb analyse this question we use new solution algoríthms developed by M aih (2012).
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6.2 Economic Performance in Norway and Sweden

we start by examining volatility of key economic variables in the period

priortounduft.rinflationtargetingwasadoptedinNorwayandSweden'
befinition of variables and their soutces is desuibed in the Appendix'

To be able to compare the two countries, we split the sample in 1999 '

That is, Table 6.1 displays the standard deviation of key variables for the

period lggg-gg,whiie Table 6.2 displays standard deviations from 2000-

rr. attr,ough Norway adopted inflation tafgeting formally in 2001, mon-

etary policy was already geared towards stable inflation rates, from 1999

(Gjediem, 2001). Hence, splitting the sample at tg99 seems reasonable.

sweden had an operative inflation target in place from 1995 (Berg, 2005).

However, splitting the sample in 1'995 would not change the results much

for Sweden, hence we keep the same sample for the two countries for ease

of comparison.
Focusing first on the volatility of the domestic variables, GDR annual

inflation, the interest rate, and the nominal effective exchange rate, we

find that volatility has fallen over time for most variables.a one exception

is for GDP in sweden and for the exchange rate in Norway, where volatility

is substantially higher in the inflation-targeting period. Hence, good poli-

cies(andmaybealsogoodluck),havemadetheScandinavianeconomies
more stable over time. Yet, there are some exceptions which merit some

further analysis, that we will discuss in the end'

It is also interesting to note that for the early sample 1983-99 , volatility of

both inflation and the exchange rate afe higher in Sweden than in Norway.

This suggests one feason for why Sweden switched to an inflation-targeting

framework earlier than Norway. The fixed-exchange-rate regime did not pro-

vide overall stability in the swedish economy, at least compared to Norway.

Turning to the recent inflation-targeting period, among the four variables

mentioned above, only the interest rate seems to be substantially more vol-

atile in Norway than in Sweden (almost twice as volatile). This is actually

quite extraordinary, as the terms of trade are about five times more volatile in

Norway than in Sweden (see Tables 6.1 and 6.2), suggesting that inflation and

the exchange rate should also be much more volatile'

This is not the case. The fact that the interest rate and terms of trade are

more volatile in Norway than Sweden, while the other domestic econornic

variables have about the same volatility, motivates us to examine the role of

monetary policy in stabilizing economic performance'

Reform CaPacitY and Macroeconomic Performance in the Nordic Countries

a GDp and the nominal effective exchange rate are transformed to first differences (quarter'

on-quarter changes) to be stationary'
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Monetary Policy and Exchange Rate stab¡l¡zatlon in Norway and sweden

Table 6.1. Norway and Sweden: volatility (i993-99)

CDP lnflation lnte¡est rate Exchange rate Terms of Trade

Norway

Sweden

1.28

0.64

't .59

2.75
5.48
1.19

2.19

3.18
3.76

3.44

Table 6.2. Norway and Sweden: volatility (2000-1 1)

CDP lnflation lnterest rate Exchange rate Terms of Trade

5.59
1.18

6.2.1 Economic Performance in the tnflotion-Targeting period

Having established some overall stylized facts prior to and after the
inflation-targeting period, we now turn to examine in more detail eco-
nomic performance in the last decade or so (i.e. the inflation-targeting
period).

The Norges Bank watch report tuom 2oll (Bførnland and wilhelmsen,
2011) concluded that many central banks in small open economies, includ-
ing Norges Bank and sveriges Riksbank, have successfully implemented their
policy within an inflation-targeting framework as best reflected in a con-
sumer price index (cPI) inflation that has moved around the target. This is
confrrmed in Figure 6.1, which graphs annual inflation in the last decade
(2000-11).

compared to the other countries analysed here, an average inflation rate in
Norway o12o/o is neither exceptionally low nor high, with the uS experienc-
ing the highest average inflation rate of Z,4o/o and Sweden, with 1.5olo, the
lowest. However, Figure 6.1. also illusüates that cpl inflation fluctuates a lot
in all countries.

Annual growth rates for GDP in mainland Norway have been 2,3o/o on
average in the inflation-targeting period, which of the countries compared
here, is only surpassed (marginally) by sweden (see Figure 6.2). Figure 6.2 also
illustrates that throughout this period, the swedish economy experienced a
serious recession in 20o8l2oo9 following the international frnancial cisis.
However, the recession in Norway turned out to be relatively mild. whether
this is primarily due to good policies (an active monetary and fiscal policy) or
good luck @eing an oil exporter when terms of trade inqease) is an issue we
will discuss later in more detail.
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Figure 6.1. CPI inflation in selected countries

Source: Biørnland and Wilhelmsen (201 1)' Source:
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Figure 6.2. GDP in selected countries

Source: Biønland and Wilhelmsen (201 1)'

The main instrument in monetaty policy is the intetest rate. one impor-

tant issue to explore with regard to monetary policy is how frequently andby

how much the central uanks have altered interest fates. Large and frequent

(aggressive) interest rate changes can be beneficial if they bring about better

economic performance, such"as stable inflation and a lower inflation risk

premium. On the other hand, large variations in interest rates increase the

interest risk Premium.
To evaluate the aggressiveness of monetary policy' one can look at the range

of interest rates used, as well as the frequency and size of interest rate changes'

1
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Figure 6.3. Interest rate in selected countries
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Figure 6.3 presents the ranges, whereas Figure 6.4 presents the standard devia-
tion of the annual changes of these interest rates.

In the period where Norges Bank has targeted inflation (informally from
1999 and then formally from 2001) Norges Bank ranks as one of the most
aggressive central banks with regard to interest rate volatility (in this sample
of countries, but also including other small resource-rich open economies
such as Australia and New Zealand). This could reflect that Norway is exposed
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Reform CaPacitY and Macroeconomlc Performance ln the Nordlc Countrles M

tomoresizeableshocks/impulsesorhaslessemphasisongradualism,otit
might also be a sign of more frequent policy errors'

The Norges Bank watch ,.pori frorn20L1 believes that some of the volatil-

ity of the pãücy rate in Norwiy can be explained by the mofe aggressive inter-

.rt ,ut. .hu.g., in 200L-3-a period when, one could argue' policy enors

mayhaveplayedarole.Redoingtheanalysisfrom200sbringsthevolatility
in ñorway more in line with the other coungies, although Norway still ranks

high on volatilitY.
Another feason for the higher volatility of the interest rate could be that

Norges Bank has a mofe flexible inflation target, contributing also to smooth-

ing fluctuations in output, employment, lttd the exchange rate' while other

central banks may tenå to focus more on the stabilization of inflation' If that

is the case, one would expect the growth rates in GDP and the exchange rate

to be more stable in Norway than in many other countries'

Thisispartlyconfirmed.Fortheperiodzool-It,thefluctuationinGDP
hasbeenlessvolatileinNotwaythanincountriessuchasSwedenandthe
UK. Compared to the EMU, however, Norway has only marginally more sta-

ble growth lates.

rfiure 6.5 also shows that the nominal effective exchange rate in Norway

uppãuß to have been among the most stable (least volatile) exchange rates

of the countries analysed heie, although it has appreciated over the sample

(10olo since 1998). One exception to the stability is the period 2001-3, when

ihe interest rate differentiai changed by a lot, thereby also contributing to

exchange rate fluctuations (the exchange rate frrst appreciated sharply when

interest rates increased, only to depreciate substantially when the intefest

rate was quicklY brought down)'
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Monetary Pollcy and Exchange Rate stablllzatlon in Norway and sweden

The same picture of stabtlity emerges if the nominal effective exchange
rate in Norway is deflated by relative consumer prices (see Bjørnland and
wilhelmsen , 2or1). The real exchange rate has appreciated slightly, particu-
larly over the last decade, but compared to the mean of the period 1g7o-
2010, the appreciation of the real exchange rate is modest. This could reflect
the low inflation rates experienced in Norway due to the favorable terms of
trade (low prices for imported consumer goods, combined with high prices
for the commodities exports), preventing the real exchange rate from appre-
ciating any further. It could also reflect that the central bank also stabilizes
the exchange rate, which we will examine in more detail below.

This favorable picture changes somewhat if the nominal exchange rate
is deflated by relative wages (see Bjørnland and wilhelmsen, 2011). The
resulting real exchange rate shows clear evidence of declining competitive-
ness in Norway compared to countries like sweden in the inflation-targeting
era. Hence, notwithstanding the low inflation rates, labour costs have not
remained stable in the period. In fact, Norwegian labour costs, measured by
relative unit labour costs, have reached an unprecedented high level and
competitiveness has thereby weakened (see Figure 6.6).

Although some of the increase in labour costs could reflect increased produc-
tivity (having a highly productive petroleum sector), it illustrates a feature of the
Norwegian economy that has become more prominent in the last decade: high

180 180

160 160

140 140

120 't20

100 100

2002 2004 2006 2oo8 2010 2012
80

Year

lreland ----. Norway (mainland) -**--" gy¡sds¡

- - Germany ,r,,,,,, Spain

Figure 6.6. Unit labour cost in selected countties (indices: 199g = 100)
Source: Norges Bank Annual Adresss (2013).
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Source: OECD'

gfowth in employment in the public sector has come at the expense of employ-

mentinthemanufacturingSector,wheretherehasbeenagradualdecline.
while 1/3 of the labour forcã in Norway today is employed in the public sector,

onlyl.0percentofthelabourforceisemployedinmanufacturingindustries.
,tltúough there has been a decline in manufacturing employment in many

other indusÍial counuies, the combination of the public sector's high share

of employment, and the low share of employment in the manufacturing sec-

torisuniqueforNorway.Forinstance,relativetoNorway'sweden'sshareof
employment in manufacturing is twice as big. This has likely impacted upon

wage formation and incentives'

Hence,wehaveshownthatwhilebothNorwayandswedenhavehadinfla-
tion rates close to the talget and overall stable economic conditions' there

are also differences betweãn the counlies in the inflation targeting-eta' In

particular, Norway has observed higher volatility in interest rate setting than

sweden, but volatility in inflation and the exchange rate is about the same'

Furthermore, there is clear evidence of declining competitiveness in Norway

compared to countries like Sweden. Hence, notwithstanding the low infla-

tionìates, labour costs have not remained stable in the period'

Clearly, this is not all about monetary policy' Figure 6'7 shows the clear

link (or at least correlation) between the rËal oii priãe (Brent prices) and real

exchange rate in Norway's A higher oil price has gone hand in hand with an

w

1n

the

We

s Note that an increase is an appreciation
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Monetary Pollcy and Exchange Rate Stabilizatlon ln Norway and Sweden

appreciated exchange rate. HoweveE if this is a concern for the central bank,
stabilization of the exchange rate could be a motivation in itself.

6.3 A Structural SmallOpen Economy Model

In order to answer the simple question, if monetary policy has contributed to
stabilizing the exchange rate, we examine a simplified version of the model
in Galí and Monacelli (2005) which is adapted by Lubik and schorfheide
(2007). The model consists of a standard forward-looking (open economy)
IS equation, a Phillips curve, an exchange rate equation, and a monetary
policy (interest rate) rule, For a full description of the model, see Alstadheim,
Biømland, and Maih (2013). Here we will only specify the equation for the
nominal exchange rate and the policy equation, which are the focus in this
chapter.

Following Lubik and Schorfheide (2007), we introduce the nominal
exchange rate via the definition of consumer prices. Assuming that relative
Purchasing Power Parity (PPP) holds, we have:

Ae, = n, - (I- a) Lq, - n[ (1)

where e, is the nominal exchange nte, ni is world inflation, n, is domestic infla-
tion, and 4 is the terms of trade. In our set-up, the nominal exchange rate,
domestic inflation, the terms of trade, and foreign inflation are observable
variables. of these, the exchange rate and domestic inflation rate are endog-
enous, while the other variables will be exogenous and follow AR-processes.
From equation (1) we see that terms of trade can affect the exchange rate
directly via the coefflcient a, which measures the degree of openness (the
import share). Hence, if cr= 0, the nominal exchange rate is determined by the
inflation differential so that PPP holds.

Monetary policy is descibed by an interest rate rule where we assume that
the central bank can adjust its instrument in response to inflation, output,
and possibly a nominal exchange rate depreciation:

tt= p,rt-t+(t- p,)(y,nt+Tylt+y,Le,)+e,,, (Z)

We assume that the policy coeffrcients T,, T, dnd, y,>0. We also allow for a
smoothing term in the rule, with 0 < p, <L e,,, is the exogenous monetary
policy shock, which can be interpreted as the unsystematic component of
monetary policy (deviation from rule). With this set-up, the policy coeffi-
cients 7o, Tr, and,7" should be interpreted as long-rur, ,.rporrr.i-with high
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interest rate persistence, the estimated y's may be quite large, and still entail

small immediate resPonses.

Finalty, we follow Lubik and schorfheide (2007) and add a law of motion

for the growth rate of the terms of üade to the system:

Lq, = pn\qr-, * en,¡ (3)

Our
ls

peak

to
for

6.4 The Markov-Switching DSGE Model

All the algorithms used for the computations in this chapter are done using

RISE, an object-oriented Matlab toolbox for solving and estimating Markov-

switching rational expectations (MSRE) models'6

In the estimation, we will allow for two Markov chains, each with two

states (for a total of four regimes). One of the chains governs the switching

in the variance of shocks (high or low volatility), and the other one gov-

erns switches in the monetary policy parameters (high or low exchange rate

response). The probabilities of going from one state to the other and vice

versa are estimated.
Solving a general Markov-switching rational expectations model is not

straightforward. The traditional solution methods for constant-pafameter

DSGE models cannot be used, since the solution in each state will be a func-

tion of the solution in all other states and vice versa'

In order to estimate the model, the likelihood has to be computed'

Because of the presence of unobserved variables and unobserved states

of the Markov chains, the likelihood has to be computed using a filtering

procedure.
The chapter uses a Bayesian approach for estimating the models. In par-

ticular, we combine the likelihood with the prior density of the param-

eters, thereby forming the posterior kernel which we maximize to get the

mode of the postefior distribution. While the estimate of the mode repre-

sents the tnoit tik"ty value, it also serves as a starting point for initializing

the Markov chain Monte Carlo (MCMC) procedure aimed at constructing

the full posterior distribution and computing the marginal data density

(MDD).
Even for simple models as the one considered here, flnding the mode is

computationally challenging given that the posterior kernel has many peaks'
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6 RISË is the acronym fot 'Rationality In Switching Environments'. It is available free of charge

at <https://github.com/¡maih/Rlsg-toólbox> and is being developed byJunior Maih.
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Monetary Pollcy and Exchange Rate Stabilizatlon ln Norway and Sweden

our optimization strategy is to use a stochastic grid search algorithm, which
is derivative-free, to locate areas of the parameter space in which the global
peak may lie and then use a Newton-based optimization procedure to climb
to that peak, see Mail:' (2O12) and Alstadheim, Bjørnland, and Maih (2013)
for more details.

6.5 Empirical lmplementat¡on

we proceed with a discussion on the data and a description of the choice of
parameters in the model that are allowed to switch.

6.5.1 Dota

We use quarterly data for the period 1982:2-2OI'1.:4.7 For both countries,
there are four observable domestic variables: domestic real GDp, infla-
tion, nominal effective exchange rate, and the short-term interest rate.
In addition we include the terms of trade for each country and com-
mon foreign output and inflation (see Alstadheim,Bjørnland, and Maih,
2013 for how to include the foreign observables into the model). All data
except the nominal interest rate and the exchange rate are seasonally
adjusted,

Output growth rates are computed as log differences of GDp and multi-
plied by 100 to convert them into quarter-to-quarter percentages. Inflation
rates are defined as log differences of the consumer price indices and mul-
tiplied by 400 to get annualized percentage rates. We approximate foreign
output and inflation based on US GDP and CPI inflation respectively. We
use the log differences (multiplied by 100) of the trade-weighted nominal
effective exchange rate to obtain depreciation ratess. Percentage changes
in the terms of trade are computed as log differences and multiplied by
100 while the nominal interest rate is measured in levels. All series are
demeaned prior to analysis. For further details on data and the sources, see
Appendix A.

Figure 6.8 plots the four domestic variables used in the analysis for Norway
and sweden over the sample 1983-2011. The picture described above is con-
firmed in this longer sample. First, there is definitely co-movement between

7 The start date reflects data availability for the interest rate series in Sweden.8-Note that in order to make an inciease correspond to a depreciation rate, we invert the
exchange rate.
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Figure 6.8. Data in the analysis, pef cent changes; a) GDP and b) inflation

the series in the two countries, In particular, the interest tate series drift

together acfoss the two countries. A similar pattern is also found for infla-

tion, although there is some variation aç¡oss ih. t*o countries' Second, GDP

growth in Norway is much more volatile than GDP growth in Sweden, with

the possible exception of the latter part of the sample (the inflation-targedng

period).
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Figure 6.8. Continued; c) interest rate and d) exchange rate

Finally, the exchange rate displays more idiosyncratic movement across the
two countries, being clearly more volatile in sweden prior to the break-up of
the fixed-exchange-rate regime in L99ZlZ.

we next set out to investigate whether empirical evidence of regime shifts
and spurs of volatility can be extracted from the data, given our model
framework.

149

Sweden

I



Reform CapacitY and Macroeconomic Performance in the Nordic Countrles

6.6 Results

The structural parameters that are switching are presented in Tables 6.3 and

6.4 along with the estimated posterior mode'e

For each country, we will use a Markov switching model that allows for

(independent) switches in volatility and parameters in the monetary policy

rule. that is, we allowthe parametlnsp,t Tnt Ty,ãnd y, to followan inde-

pendent two-state Markov process, where we denote the low+e¡gonse regime

is (poticy,Iow) and the high-response regime as (policy, high)' 
,Fot 

a system-

atiiiomparison between the two countries, we normalize the high-response

regime (pohcy,high) to be the regime where the central bank responds

strongty ìo the exchange rate, i.e' y, (policy, low) < y, Qtolicy, high)'

Furthermore, we allow for regime switching in the volatility of shocks,

by letting all structural shock variances follow an independent two-state

Markov pfocess. We denote the low-volatility regime as (vol,low) and the

high-volãtility regime as (vol,hígh), Again, to compare systematically

acfoss the two countries, we normalize the high-volatility regime (vol,high)

to be the regime where the volatility (in productivity) is highest, i'e.

o 
"(vol,Iow) 

< o,(vol, high).

the choices of prior distribution for the sluctural parameters in the

policy rule are presented in Table 6.3, along with the estimated posteriot

modefortheparameters.Wefindthatthesizeofpolicyresponseshasnot
stayed constant during the sample petiod (1982-201'I)' For both coun-

triás, there is a substantial difference between the high and low policy

responses.
In particular, there is clear evidence that the central banks have responded

strorìgly to the exchange rate in the high-response regime, while the response

to inflaiion is highest in the low-response regime' Interest rate smoothing is

more pronounced in the low-response regime in Sweden, while in Norway

itismoreptonouncedinthehigh-responseregime.However,bothcoun.
triesrespondmoreStronglytooutputinthehigh.responseregime.

Hence, the low-response regime can be characterized by high inflation

response, while the high-response regime is characterizedby high exchange

rate and output gap response. Note that, between the two countries, Norway

has by far the strongest interest rate response to the exchange rate'

Regarding the Markov state processes for volatility (Table 6.4), comparing

Norway aná Sweden, volatility seems to be of the same size for productiv-

ity and output in the high-volatility regime. The two countries differ, how'

ever, with respect to the interest rate and the terms of trade, which have
ln

e For a full treatment of the model with results, see Alstadheim, Bjørnland, and Maih (2013)'
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Table 6.3. Estimated policy parameters in two regimes

Parameters Prior
distribution

PriorprobabiliÇ Norway
low-high

Sweden

p,(policy,low)

p,(poliqt,high)

yoþolicy,low)

y^(pol'rcy,high)

Tr(Poliq,low)

f r(PolicY,high)

y"(policy,low)

y"(policy,high)

Beta

Beta

Gamma

Camma

Camma

Gamma

Camma

Gamma

0.0s-0.9s

0.05-0.95

0.s-3.0

0.5-3.0

0.1-3.0

0.1-3.0

0.0s-3.0

0,2s-3.0

0.07

0.97

0.85

0.s l

2.11

2.94

0.001

4.069

0.95

0.10

0.1 3

0.12

2,00

3.1 5

0.001

0.061

Note: See equation (2) for parameter definitions.

Table 6.4. Estimated volatility in two regimes

Parameters Prior
distribution

Prior probability Norway Sweden
low-high

o,(vol,low)

o, (vol, hìgh)

oo(vol, low)

oo(vol, high)

o,(vol,low)

o,(vot, high)

or(vol, low)

or(vol, high)

o,(vol,low)

o,(vol, high)

lnvGam

lnvGam

lnvGam

lnvGam

lnvCam

lnvGam

lnvGam

lnvGam

lnvGam

lnvCam

0.005-1

0,00s-1

0.00s-1

0.00s-i

0.005-1

0.00s-'l

0.00s-1

0,00s-l

0,00s-1

0.005-1

0.003

0,008

0.064

0.039

0.003

0.01i

0.007

0.009

0.019

0.008

0,001

0.002

0.01 0

0.019

0.003

0.009

0.002

0.007

0.01s

0.039

Note: d, is volatllity of a monetary-policy shock, oo is Volatility of terms-of-trade shock, o,
is volatility of a productlvity shock, o/ is volatility of a demand shock (from the lS equa-
tion), and o" is volatillty of inflation/cost-push shock (from the phillips curve).

much higher volatility in Norway, and for inflation, which has a substan-
tially higher volatility in sweden. This confirms what we discussed earlier,
in Section 2.

. 
Notway also stands out in the low volatility regime (again as empha-

sized above) by observing higher volatility in its terms of trade and in the

1sl
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interest rate than sweden. This is most likely due to the relative size of the

petroleum sector in that country. There is also some evidence that the vari'

ance of output is higher in Norway than in Sweden in the low'volatility

regime. We will discuss possible reasons for this when we examine the

terms-of-trade shocks below.

Figure 6.9 displays the smoothed probabilities in Norway and sweden

tog.th., (Norway has a dotted line, Sweden a solid line). The f,gure displays in

thã upper panel the smoothed probabilities of being in high-policy-response

regime (poticy,high) and in the bottom panel, the probability of being in a

high-volatility regime (vo l, high).

ih. fignt. emphasizes that the central bank in Sweden switched from pri-

marily rãsponding stfongly to the exchange rate in the 1,980s to responding

more to inflation shortly after inflation targeting was implemented in the

early 1990s.
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Figure 6.9. Smoothed probabilities-Norway and Sweden

Nofe: The upper fow displays the smoothed probabilities of being in a high-policv-response

rcgime (policy,high) and thL bottom row sholws ttt. piã|t¡ifit' o'f Ueing iä a high-volatility

rcg\me (vol,high).
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Monetary Policy and Exchange Rate Stabilization in Norway and Sweden

The results for Norway are different. with the exception of the brief period
in 199213, the central bank has responded strongly to the exchange rate both
before and after implementing inflation targeting (in 2001). Recall that this
regime also involves high-outputresponse.In 199213 Norwaystopped interven-
ing in the foreign exchange market to defend the flxed-exchange-rate regime,
and left the strict exchange rate peg. This is being picked up as a regime switch
by the data, and fot r-2years there is virtually no exchange rate reiponse. The
year afteç the policy rule in Norway is again best described by a high response
to the exchange rate (as well as a concern for output stabilization).

A high monetary policy response to the exchange rate is consistent with
the flndings in Bjørnland and Halvorsen (2014). But why does monetary pol-
icy in Norway respond so much to the exchange rate relative to inflation?
First, and as noted earlier, Norway was the country that last formally adopted
inflation targeting. second, terms-of-trade shocks are much more volatile in
Norway than in sweden. As emphasized, they also contribute to much of the
exchange rate appreciation of the last decade, which the central bank in this
period has tried to stabilize, thereby also stabilizing inflation.

Hence, Norway observes high exchange rate response in the interest rate
both before and after authorities stopped intervening to peg the exchange
rate. In one way, that is not so different from Sweden. There the interest rate
has become more persistent in the inflation-targeting period.

Turning to the lower panel of Figure 6.9, there is a süiking similarity in
the timing of the switch between the high- and low-volatility regimes in the
inflation-targeting periods, although the weights in the policy rule vary. In
particular, independently of the chosen policy rules, the probability of stay-
ing in a regime of low volatility was high from the mid 1990s and untilzooT
(the period of the great moderation). There is also a high probability of stay-
ing in a high-volatility regime in the period of the financial crisis in both
countries. The period where the countries vary the most is the early 1990s,
when sweden experienced high volatilit¡ as discussed extensively earlier.

6.6.1 Terms of Trode

Given the focus on openness in this chapter, we now study the response to a
terms-of-trade shock (which increases export prices relative to import prices)
in Norway and sweden. Figures 6.10 and 6.11 display the impulse responses
(averaged over all the regimes) to the terms-of-trade shock in Norway and
swe!9n respectively. The impulse responses are constructed from the regime-
specifrc responses. That is, we have four possible regimes: (Regime 1): low
exchange rate response and low volatility; (Regime 2): low exchange rate

]-elnoye and high volatilfty; (Regime 3): high exchange rate response and low
volatility; and (Regime 4): high exchange ,ãt...rporrre and high volatility.
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Figure 6.10. Norway: impulse responses to terms-of-trade shocks

Basedonthefourfegime-specificimpulseresponsesandthedurationof
each regime, we can construcl the generalized impulse fesponses. Appendix

n explains in more detail how the impulse responses afe consttucted and also

displays the regime-specific responses'

the impulse responses emphasize that responding strongþ to the exchange

fate will exacerbate the effeits of a tefms-of-trade shock on both output and

domestic inflation. In particular, a favorable terms-of-trade shock appreciates

the exchange rate and in$eases output on impact. Since both the terms of

trade and the real interest rate enter the model through expectation terms'

the effect on output (and inflation) will depend on the expected intelest rate

fesponse.
If the central bank is in a policy regime of high interest rate response to the

exchange nte (regimes t øia a¡ tne exchange"rate will appreciate by much
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Figure 6.L1. Sweden: impulse responses to terms-of-trade shocks

less, as the interest rate will also take into account the fact that the exchange
rate has appreciated. This will reverse the initial exchange rate response and
push up output and inflation relative to a regime of no interest rate response
(see in particular the differences between high- and low-response regimes in
Norway and Sweden in Appendix B).

Hence, the exchange rate response reinforces the effect of the terms-of-
trade shock on output (and to a certain extent for inflation), and may explain
why output was also more volatile (in the low-volatiliÇ regime) in Norway
than in Sweden, as discussed above. on the other hand, if the central bank
is mostly in a regime of low response to the exchange rate, it will ignore the
exchange rate and set the interest to curb the effect on inflation.

,,The 
different responses are seen clearly in Figure 6.10 and Figure 6.11 for

I\orway and sweden respectively. Norway has remained in a regime of high
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exchangerateresponseinmostofthesample,andtheeffectoftheterms.of-
trade shocks on output and inflation are therefore cleatly exacerbated relative

to Sweden.
onafrnalnote,recallfromabovethatvolatilityofthetermsoftrade

(and ouþut) is much higher in Norway than in Sweden' which is most

likely due to the size of ihe petroleum sector. Given this volatility, and a

formalregimeofinflationtargeting,itmayseemsurprisingthattheterms-
of.tradeshocksdonotexplainevenmoteofthevarianceinthenominal
exchange rate in Norway thãn they do. The fact that the central bank in Norway

has stabilized the exchánge rate somewhat may have contributed to this.

Reform CaPacitY and Macroeconomic Performance in the Nordic Countries

Norway

Terms-of-trade data are from Statistics Norway, seasonally adiusted (SA)'

The interest rate is three month NIBOR intelest rate' Norges Bank'

CPI is from Statistics NorwaY, SA'

Real GDP data is from Statistics Norway, SA'
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6.7 Conclusion

WeanalyseandcompafekeyeconomicvariablesinNorwayandswedenbefore
and after the inflation-targeting implementation. Having established the stylized

facts, we investigate the rãle oimonetary policy for stabilizing economic perfor-

mance. using a Markov-switching DSGE model explicitly allowing for parameter

changes,wefindthatwhilethecentralbankinSwedenreduceditsresponse
to the exchange rate (and output) shortly after inflation-targeting was imple-

mented, the central bank in Norway has responded strongly to the exchange rate

both before and after the inflation-iargeting implementatÌon' This could explain

whytheexchangefateremainsrelativelystableinNorwaydespitethehighvola.
tility in the terms of trade and also while the interest fate is much more volatile

thaninSweden.Finallyweshowthatbyrespondingstronglytotheexchange
rate, the adverse effects of terms-of-trade shocks on the exchange rate and subse-

quentlyouþutandinflationarelessened'Monetarypolicythereforecontributes
to exacerbate a terms-of-tradeledboom in the economy'

Appendix A: Data and Sources

we use the trade-weighted nominar effective exchange rate, NEER, fiom the IMF's IFS

database for both countlies. Note that in order to make an increase correspond to a

depreciation Ïate, we invert the NEER. For the other seties, we use the following:



before

tylized
perfot-
ameter

sponse

imple-
rge rate

rxplain

þvola-
volatile
change
I subse-

lributes

MF,S IFS

rnd to a

ing:

s

ns-of-
llative

trade
most

and a

terms-
rminal
orway
;.

Monetary Pollcy and Exchange Rate Stabillzatlon in Norway and sweden

x 10-3 Output gap lnflation
2

1

0

-1
-2
-3
-4
-5
-6
-7

0.03

0.025

0.02

0.015

0.01

0.005

ôo
Ò
N

oô
N

\oô
<)
N

o\ôô
N

N
o
N

0ooô
N

oô
ñ,t

\ooo(\
ôoo
N

N
ô(\t

Year

Change in NEER

Year

lnterest rate (demeaned)
0

-0.005

-0.01

-0.015

-0.02

-0.025

-0.03

-0.035

0

-0.002

-0.004

-0.006

-0.008

-0.01

-0.012

-0.014ooo
N

ffì
<)
<)
N

\oo
c)
N

ONOÐ\oo\Ngõ88985
Nôrñññññ

Year Year

*"n,,, Regimel --- Regime2

-ftsgime3 
-... Regimea

Figure 6.12. Norwayr regime-specific impulse response to terms-of-trade shocks
Note: (Regme L): low exchange rate response and low volatility; (Regime 2): low exchange rate
lgsponse _and. 

high volattlity; (Regime 3): high exchange rate iespoñse aná low volatilit!; and
(Regime 4): high exchange tate response and high volatility.

Sweden

Terms-of-trade data are from Statistics Sweden, SA.
The short-term rate is average quarterly short-term rate from the swedish Riksbank

ftom 1982.
The CPI data is from Statistics Sweden, SA.
Real GDP is from OECD MEI, we have seasonally adjusted it.
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Foreign GDP and lnflation

For the foreign variables, we use US data'
.Chn.2005$), from the Bureau of

Real GDP is US: Gross Domestic Product (SAAR, Bil

Economic AnalYsis, SA.

The CPI is from the Bureau of Labor Statistics, SA'
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Appendix B: Regime-spec¡fic impulse responses

we would like to compute the impulse responses (ìrl) fot a given horizon f + /2, condi-
tional on the information at time f * 1:

irf (h, d,l I,_r) = E (x,r, I e, = d) _ E (x,.0)

1) At time f, a shock e hits the system with a magnitude d.
2) We randomly draw shocks in all directions (the whole vector of shocks) that are

going to hit the system from period É+l onward.
3) We compute the path followed by the system after the initial shock in direction

e (period f) and the 'alr directions' shocks for the subsequent periods.
4) we compute a second path, where we do not shock the system in the first period,

but shock it in the subsequent ones with the same ,all directions, shocks.
5) The impulse is computed as the difference between the first and second paths.

We repeat steps 1 to 5 N times and average the results obtained in step 5.
Figures 6.t2 and 6.1.3 show the results.
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Comments on 'MonetarY PolicY and

Exchange Rate Stabilization in Norway

and Sweden' by Hilde C. Biørnland and

f unior Maih

Roberto M. B¡lli

ThechapterwrittenbyBjørnlandandMaihis,inmyopinion,aninformative
study that sheds light on the role of the exchange rate in the conduct of mon-

etarypolicyinNorwayandSweden'Thetwosmallopeneconomiesformally
adoptedinflationtargetingastheirframeworkformonetarypolicy'Sweden
switched to inflation iutg.ti.tg first in the early 1990s, while Norway waited

until the early 2000s. Usìng a-Matkov-switching setup that explicitly allows

forregimechangesinthemonetarypolicyfesponsesandtheshocksthathit
the two economies, the chapter supports the view that the adoption of infla-

tion tafgeting has congibuied to an overall improvement in economic per-

formance in both Norway and sweden. In addition, as the authors argue, the

central bank has put more weight on stabilizing the exchange rate in Norway

rathef than in sweden, likely in response to the declining competitiveness

of Norway compared to other counÍies like Sweden' In my brief comments'

I will appraise the study in'four Steps, namely by raising four questions: Why

is the analysis relevanti How do the authors proceed with their investigation?

what do t-hey frnd? And, what else is there to consider in futther analysis?

By shedding light on the fole of the exchange rate in monetafy policy'

the analysis is relevant both from theoretical and empirical pefspectives'

In theory, international trade can lead central banks to explicitly take into

account the exchange rate in setting policy. Intuitively, foreign shocks, such

as the terms of tradå, can alter domèstic business-cycle fluctuations which

may lead the monetary authority to explicitly take inio account international
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Chapter 6 Commentary

variables. Thus, central banks may have a specific interest in explicitly reacting
to and smoothing exchange rate movements as a predictor of domestic vol-
atility, But whether central banks, in actuality, react systematically to the
exchange rate to stabilize the business cycle is clearly debatable from an
empirical perspective. In a recent line of research, available empirical evi-
dence suggests that some inflation-targeting central banks do respond to the
exchange rate while others do not. Namely, Lubik and Schorfheide (zoo7)
argue that, for instance, Bank of canada and the Bank of England include
the nominal exchange rate in their policy rule, while the central banks of
Australia and New Zealand do not.

To proceed with their investigation of monetary policy and exchange rate
stabilization in Norway and sweden, the authors estimate a simple structural
model of a small open economy. Thus, rather than estimating policy reac-
tion functions in a single variable setting, the authors pursue a multivariate
approach and estimate the entire structural model of the economy following
the recent strand of research. The structural model is accordingly based on
Lubik and schorfheide (2007) and, in ftirn, on Galí and Monaceili (2005). In
brief, the model consists of a forward-looking (open economy) Euler equa-
tion and a Phillips curve, which explain respectively the demand and supply
side of the economy. Monetary policy is described by a simple interest rate
rule, while the exchange rate is introduced via the defrnition of the consumer
price index (cPI) and under the assumption of purchasing power parity.
Thus, overall, the structural model is not very different compared with earlier
studies in this line of research. But the empirical implementation is innova-
tive. The important technical novelty is that the estimation procedure allows
for regime switching. Both the policy rule coeffrcients and the variability of
the struchrral shocks hitting the economy are allowed to change over time in
the estimation. Because estimating the model is not as straightforward as in
earlier studies, the authors face a computational challenge in estimating the
regime-switching model.

The results stemming from the estimation of the struchral model indi
cate that economic performance in Norway and sweden is quite similar in
some aspects, yet rather different in other ways. Regarding similarities, fore-
most, both countries have successfully implemented their policy within an
inflation-targeting framework. This success is reflected in cpl inflation that
has not moved far from the target. Regarding differences in economic per-
fotmance, however, the business cycle has generally become more stable in
Sweden since the adoption of inflation targeting. The exception is clearly the
ûnancial crisis when output in Sweden was hit hard. As a further difference,
the interest rate and terms of trade have been substantially more volatile in
Norway than in Sweden, which suggests that monetary policy could have a
more explicit role in stabilizing the exchange rate in Norway. Furthermore,
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the central bank in sweden has put less weight on stabilizing the exchange

rate since the adoption of inflation targeting. In Norway, by contrast, the

interest rate response to the exchange rate has remained high throughout the

period analysed. In sum, while both Norway and sweden have had inflation

iates close to the target and overall stable economic conditions, there is clear

evidence of declining competitiveness in Norway compared to other coun-

tries including Sweden.

Though thã analysis is carefully executed and the results are clearly. pre-

sented, some additional tests may help clarify the relevance of the empirical

frndings. In particulaf, the stfuctural model imposes cross-equation restric-

tions in the estimation of the policy rule, while by contrast a statistical model

would not impose such restrictions. The statistical model abstracts from con-

siderations of the more detailed desüiption of the functioning of the econ-

omy. The authors could therefofe compare their model-based estimates to

estimates from statistical models, along the lines of Lubik and schorfheide

(2007). Such a comparison can help assess the role of the cross-equation

restrictions. To be clear, I am certainly not suggesting the presence of any

shortcomings in the investigation. Rathet the authors' interesting ftndings

would seem to motivate them to continue with this interesting and promis-

ing line of research.
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